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NUSAP web tools

A set of interactive web-tools related to this report can be found at

http://www.nusap.net

You can find there an interactive version of the model quality assistance checklist from
Chapter 3, the pedigree matrix used and tools to make radar and kite diagrams to plot pedigree

scores used in Chapter 6.
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ABSTRACT

This project implemented a novel approach to uncertainty assessment, known as the NUSAP
method (Numeral Unit Spread Assessment Pedigree) to assess qualitative and quantitative
uncertainties in the TIMER energy model, part of RIVMs IMAGE Model. The TIMER model
is a system dynamics energy model that has been used, for instance, in the development of the
new IPCC baseline scenarios (SRES). Four our analysis we have used the IMAGE B1
scenario as case study. We used 5 complementary tools to assess uncertainty: (1) A
comprehensive checklist for model quality assurance providing a quick scan to flag major
areas of concern and associated pitfalls in the complex mass uncertainties; (2) A meta-level
analysis of the results of the six SRES energy models, which gave us some insight in the
potential roles of model structure uncertainties; (3) The Morris algorithm for global sensitivity
analysis which identified as most sensitive components: Population levels and economic
activity; Intra-sectoral structural change; Progress ratios for technological improvements;
Resources of fossil fuels (size and cost supply curves); Autonomous and price-induced energy
efficiency improvement; Initial costs and depletion of renewables; (4) A NUSAP expert
elicitation workshop, which yielded a differentiated insight into parameter strength of
sensitive parameters; (5) A combination of the results of 3 and 4 into a diagnostic diagram
putting spread and strength together to provide guidance in prioritisation of key uncertainties.
In view of time constraints, some steps could not be elaborated as thourough as intended.
Nevertheless we feel that the project supports the view that the NUSAP method can be
applied to complex models in a meaningful way. The method provides a useful means to
focus research efforts on the potentially most problematic parameters, identifying at the same
time specific weaknesses in these parameters.
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EXECUTIVE SUMMARY

Introduction
This project used four complementary techniques to identify and assess key uncertainties in
the TIMER energy model, both qualitatively and quantitatively. The TIMER energy model is
part of RIVMs Integrated Model to Assess theGlobal Environment (IMAGE). The TIMER
model (Targets IMage Energy Regional model) is a system-dynamics energy model that has,
amongst others, has been used in the development of the new IPCC emission scenarios.
Uncertainty analysis in integrated assessment models such as TIMER and IMAGE is
complicated. Comprehensive methods are needed to do this in a way that gives meaningful
information. For our analysis, we used the B1 scenario produced with IMAGE/TIMER for the
IPCC Special Report on Emissions Scenarios as case study.

In the field of integrated assessment modelling, uncertainty studies have mainly involved
quantitative uncertainty analysis of parameter uncertainty. These quantitative techniques
provide only a partial insight into what is a very complex mass of uncertainties. This project
has implemented a novel approach to uncertainty assessment, known as the NUSAP method
(acronym for Numeral Unit Spread Assessment Pedigree).

Objective
The central objective has been to develop a framework for uncertainty assessment and
management including both quantitative and qualitative dimensions, and to test and
demonstrate its usefulness. We therefore addressed the following questions:

a. What are key areas and sorts of uncertainties in the TIMER modelling process and
what are their associated pitfalls?

b. What is the potential role of model structure uncertainties in TIMER?
c. Uncertainty in which input variables and parameters has a major influence on the

model outcome of TIMER?
d. What is the strength of the parameters identified as critical in the sensitivity analysis,

in terms of the status of the knowledge on which they are based (pedigree)?

Method
The set of methods by which NUSAP has been implemented in this project include:
(1) A comprehensive checklist for model quality assurance to identify key areas and sources
of uncertainties in the TIMER modelling process and to flag associated pitfalls;
(2) A meta-level analysis of similarities and differences in the SRES scenario results of the six
energy models used for SRES, to explore by inter-model comparison the potential roles of
model structure uncertainties in the TIMER model;
(3) The Morris algorithm for multi variate sensitivity analysis to explore criticality of
uncertainty (inexactness) in model parameters in terms of the magnitude of its influence on
the projected global annual CO2 emission.
(4) A NUSAP expert elicitation workshop to systematically assess the pedigree of those
parameters whose uncertainty was identified as critical. This was done by systematically
evaluating the underpinning of the numerals and the status and nature of the knowledge from
which they stem. We looked particularly at the following dimensions of parameter pedigree:
proxy, empirical basis, theoretical understanding, methodological rigour and validation.



6

(5) A combination of the results of 3 and 4 into a diagnostic diagram, differentiating across
parameters and prioritising uncertainties by the combination of criticality of parameter
inexactness (based on Morris) and parameter strength (based on pedigree).

Results
We will summarise our findings for each of the phases of our NUSAP uncertainty assessment.

Ad 1) Diagnosis of key issues and uncertainties based on the checklist
The checklist for quality assistance in environmental modelling described in Chapter 3 was
used to help structure the problem context of the TIMER model. It was also used to diagnose
potential pitfalls that may arise in the process of developing the model and disseminating
results. By providing a structure in which a broad range of different uncertainties are probed,
it is intended to highlight critical issues and uncertainties fairly quickly. The checklist was
developed and tested as an elicitation tool in an iterative process by running it first with
modellers from the IMAGE group, and next with a modeller from the TIMER group at RIVM.

It is important to be clear about the variables and scales in question. With this in mind, we
focused on global energy use and CO2 emissions over the longer term in TIMER; a task for
which the checklist indicates the model is intended to deal with. Other issues highlighted from
the checklist were model structure and parameter sensitivity. A first step at addressing model
structure uncertainty was taken in the project via model intercomparison on the range of SRES
scenarios and was described in Chapter 4. For uncertainty in model parameters, an extensive
sensitivity analysis was conducted and described in Chapter 5.

The checklist responses also indicated that potential key parameters in the model are highly
value-laden. To address this issue we included an assessment of degree of value-ladeness of
parameters and concepts in the workshop exercise to evaluate the key model variables. The
results from this exercise confirmed the initial diagnosis from the checklist. Discussion on key
model parameters during the checklist elicitation indicated that some are better underpinned
by theory and data than others. In particular, validation of model outputs and parameters is
hampered by a lack of available data. To address this issue, we developed and applied a
NUSAP pedigree matrix to assess the different dimensions of strength underlying key model
variables. This analysis is described in Chapter 6 and provided further diagnostic evaluation of
the complex mass of uncertainties involved in CO2 emission scenario analysis with the
TIMER energy model.

Checklist responses also indicated that `model completeness' is an important issue. By this we
mean that there are potentially a number of relevant processes for the problem of interest that
are not included in energy models - and these might well be important in determining what
energy futures come to bear. We did not address model-completeness issues explicitly in the
scope of this project. However, this issue came up again in the TIMER workshop and it was
clear that the concerns raised about this in the checklist run are broadly shared. The checklist
also indicated a need for more stakeholder involvement in using the model and assessing
results. This concern was also echoed in the NUSAP expert elicitation workshop.
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Ad 2) potential role of model structure uncertainty
Our analysis of the role of model structure uncertainty had to be indirect and at a meta level,
because documentation available for most models is limited and rather aggregated. Access to
source code of the majority of these models is largely absent.
To assess the potential role of model structure uncertainty, we focused on the six different
models used for the IPCC Special Report on Emission Scenarios (SRES). Each model is
systematically present in each of the four storylines described by SRES. We assume that
systematic differences between models across storylines can be used as a proxy for the
influence of model structure on model projections.

Our meta analysis showed some systematic differences between the 6 SRES modelling
groups, some of which could be traced back to model structure or assumptions. Our findings
suggest that the influence on model outcome seems for several fuels more attributable to
scenario than to differences in model structure, while for other fuels both factors seem to play
a similar role. The latter group of fuels includes oil, other renewables, biomass and to some
degree coal and nuclear. The largest differences between the modelling groups were found for
‘other renewables’ and ‘nuclear power’. Very clear differences, which were are apparently at
least partly a reflection of differences in model structure, were also seen for coal, oil and
nuclear power.

There are large similarities between the models as well. This might be caused by the
harmonisation process of the SRES, by using similar databases for input parameters and by
agreement between the modellers on future trajectories. Based on the materials we had
available, it was not possible to fully disentangle the influences of storyline applied and model
structure in the result.

We found that TIMER outcomes for SRES are always within the range drawn up by the other
models, indicating that the TIMER results can be better characterised as main stream than as
outlier in the sample of six models. Some (typical) characteristics of TIMER in comparison
with the other models are however:

• Energy demand is typically on the lower range, reflecting probably the saturation
mechanisms assumed in the model;

• The TIMER SRES scenario results have relatively high trajectories for oil and natural gas,
possibly reflecting the fact that models included both conventional and unconventional
resources in combination with technology development;

• The TIMER scenarios for modern biofuels and renewables are typically on the lower end
of the total range.

The model comparison further showed that several models included in the SRES exercise use
similar sources for their input parameters or are based on the same original model. The fact
that most models share the Rogner (1997) estimates for fossil fuel resources could explain
some of the consistency between the cumulative resource use for the models. The likely
similarities in model structure between the models that are based on the same original models,
are not clearly reflected in the results of the quantitative comparison.

The phenomenon of common elements of data and model structure across the models can
mean two things: either it reflects that underlying theory and knowledge has crystallised to
well established knowledge, or it reflects a certain extent of anchoring amid the quicksands of
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uncertainty, which is a typical emergent and implicit strategy to cope with uncertainty
observed in various post normal domains of research. In could also reflect a combination of
both. In view of the results of the checklist analysis and in view of the absence of high
pedigrees in our assessment of parameter strength (Chapter 6) the first hypothesis seems not
convincing. Although a further analysis of this issue is required, we tend to tentatively
interpret the observed common elements of data and code across the models as reflecting
anchoring. The implication of that interpretation is that assessment of model structure
uncertainty by model intercomparison is likely to lead to a potentially substantial
underestimation.

Ad 3) Sensitivity analysis
By means of a sensitivity analysis we explored criticality of quantitative uncertainty in
parameters in terms of their relative importance in influencing model results. TIMER is a non-
linear model containing a large number of input variables, all liable to uncertainties of
different orders of magnitude. A proper sensitivity analysis asks in such situation for an
approach that covers the entire range of possible values for a given input variable. The Morris
(1991) method facilitates such global sensitivity analysis in a minimum number of model
runs.

The Morris method is a sophisticated algorithm where parameters are varied one step at a time
in such a way that if sensitivity of one parameter is contingent on the values that other
parameters may take, the Morris method is likely to capture such dependencies. The analysis
differentiated clearly between sensitive and less sensitive model components. TIMER
contains 300 variables that serve as input to the model. Parameters were varied over a range
from 0.5 to 1.5 times the B1 default values. The analysis focused on sensitivity of projected
annual CO2 emissions in B1.

The results show that the model outcome is sensitive to the quantitative uncertainty in a
substantial number of parameters (about one third). The combination of these uncertainties
may hence produce substantial spread in model outcome. We also found that the sensitivity to
uncertainty in a large number of parameters was contingent on the particular combinations of
samplings for other parameters, reflecting the curvi-linear nature of many components of the
TIMER model. The following input variables and model components (groups of input
variables) were identified as most sensitive with regard to model output:

• Population levels and economic activity as main drivers;
• Variables related to the formulation of intra-sectoral structural change;
• Progress ratios to simulate technological improvements, used throughout the model;
• Variables related to resources of fossil fuels (size and cost supply curves);
• Variables related to autonomous and price-induced energy efficiency improvement;
• Variables related to initial costs and depletion of renewables;

The analysis reported here focussed on sensitivity and not uncertainty. The results may be
biased by limiting the analysis to calculating sensitivity measures related to one scenario only.
Also the focus on the same percentage changes in all data entries for one input variable is a
first approximation of the uncertainty ranges.
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Ad 4) Parameter pedigree
We assessed parameter pedigree and parameter value loading by means of a NUSAP expert
elicitation workshop. We limited the elicitation to those parameters identified either as
sensitive by the Morris analysis or as a key uncertain parameter by expert elicitation in a
interview with one of the TIMER modellers. The pedigree of these parameters was assessed
exploratory in a NUSAP expert elicitation workshop evaluating the underpinning of the
numerals and the status and nature of the knowledge from which they stem. We looked
particularly at the following dimensions of parameter pedigree: proxy, empirical basis,
theoretical understanding, methodological rigour and validation.

Results indicate a range of attributes for the key TIMER parameters. For some parameters
there is reasonable consistency across the group results, indicating a common view of the
underpinnings of these parameters and that the pedigree scores are meaningful. For other
parameters there is considerable disagreement within and across groups. We interpret these
diverging scores to reflect a higher degree of ignorance on the underpinning of those key
uncertain parameters.

Since the majority of averages is between a relative small band (values between 0.3 and 0.6),
the resolving power on strength turned out to be relative weak in this case. Pedigree results
show slightly higher average score for theoretical understanding compared to empirical basis
combined with the consistently low scores for validation nicely reflect the inherent theory
ladeness of scenario studies of future developments, but in this case based on not so well
crystallised theory. The latter may reflect that the scientific discipline of energy modelling and
energy systems analysis is, seen from an epistemological perspective, in a relatively early
stage of its development. One implication is that it seems more expectable that quantitative
energy related CO2 emission projections will remain in flux over the coming years than that
they will show to have converged in the coming decade. It could also imply that the discipline
of energy modelling is in a phase of development where more research may initially increase
uncertainties by revealing new complexities not accounted for earlier. Consequently, the level
of uncertainty is not a suitable indicator for the quality and progress in this complex field.

Ad 5) Diagnostic diagram
Even though the scores for strength are between a relative small band (values between 0.3 and
0.6), the application of the diagnostic diagram to TIMER suggests that meaningful results for
strength and spread can be obtained for models of this level of complexity.

The diagnostic diagram presented in Chapter 6 differentiates across parameters and prioritises
uncertainties by the combination of criticality of parameter inexactness (based on Morris) and
parameter strength (based on pedigree). Further inspection showed that the parameters
identified as key on the diagnostic diagram, typically have high expert spread on pedigree
elements for theory, method, and empirical dimensions. There was no significant correlation
between expert disagreement on parameter scores and degree of value ladeness of the
parameters. We therefore interpret our results to imply that there is a fair degree of ignorance
underlying these key uncertain parameters.

More consistent pedigree scores for the key parameters were given for validation and for the
assessment of value-ladeness. The key variables are in general highly value laden and
contingent on future policy choices. Thus, a large measure of their uncertainty is effectively
irreducible. On the other hand, the key variables are all low on the validation criterion. There
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is a lack of reliable independent data to assess the representation of these variables. This lack
can be partly addressed by further research and monitoring. For key parameters such as
structural change and AEEI, further research is likely to provide more insight into their
underlying mechanisms. This offers hopes for gaining a better understanding of the energy-
economy system, if not for narrowing the spread in value- and policy-conditioned results per
se.

The diagnostic diagram can provide an indication of where investments in research might best
be oriented to gain the highest efficiency in terms of improvement of the models performance
to make insightful projections of CO2 emissions as well as more rapid insights into the key
processes underlying future energy and greenhouse gas scenarios.

In interpreting the results of our project one should realise that these have been conditioned on
the specific designs in each step of analysis as well as on the foci chosen. For instance, the
choice of aggregation level in the sensitivity analysis has left out the potential influence on
sensitivity stemming from variation within and across each of the dimensions for which the
300 parameters of TIMER are differentiated (interregional variation, intersectoral variation,
intertemporal variation and the like). The focus on the B1 limits the results to the domain in
the parameter hyper space spanned up by the B1 storyline plus or minus 50% of the base
values. It may well be the case that for other story lines results may deviate for some
parameters that may become more sensitive in a world with higher energy demand than in B1.
The equal weight we put on the five pedigree criteria in calculating parameter strength may
not reflect the real relative importance of the five dimensions for individual parameters, which
may have led to over or underestimation of parameter strength.

For other applications of TIMER, for instance the projection of changes in fuel mixes in
energy supply, uncertainty in other parameters than the ones we identified here, may be key.

Conclusions
This has been the first test of the use of NUSAP on a model of such complexity as TIMER.
Overall, the project indicates that the NUSAP method can be adapted and applied to complex
models in a meaningful way. The task of quality control in such complex models is a
complicated one but the NUSAP approach can help to discipline and guide this process.

The checklist we developed and tested provided a quick scan of major areas of concern and
associated pitfalls in the complex mass of qualitative and quantitative uncertainties. These
major areas of concern were further zoomed in to by each of the complementary methods used
here to implement the NUSAP approach for this case. The meta-level intercomparison of
TIMER with the other five models used in the SRES process gave us some insight in the
potential roles of model structure uncertainties. Sensitivity analysis supplemented with
methods of expert elicitation constitutes an efficient selection mechanism to further focus the
diagnosis and prioritising of key uncertainties. The pedigree elicitation procedure we
developed and tested facilitates and structures a creative process and in depth assessment of
uncertainty, pinpointing particular weak areas in the knowledge base underpinning the
parameter at hand as well as expert disagreement on the underpinning. The diagnostic diagram
puts spread and strength together to arrive at an overall overview providing guidance in
prioritisation of key uncertainties.
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1 INTRODUCTION

José Potting1,2, Jeroen van der Sluijs2 , James Risbey2

1 Dept. of Science, Technology and Society of Utrecht University. Padualaan 14, NL-3584 CH Utrecht, the
Netherlands.
2 National Institute for Public Health and the Environment. PO-box 1, 3720 BA Bilthoven, the Netherlands.

1.0 Abstract

Integrated assessment models (IAMs) intend to cover the full causal chain from the initial drivers of climate
change to its ultimate effects on man and environment. IAMs like IMAGE 2.2 play an important role in exploring
“safe” levels of greenhouse gas concentrations, and the required efforts and effects of climate policies to control
greenhouse gas emissions in order to reach the related stabilisation target. The IMAGE 2.2 model is a
comprehensive deterministic model of the Earth system that covers natural components as the bio-geo-chemical
cycles, and the atmospheric circulation, and societal components as the energy-use and land-use system. Our
knowledge and understanding of the causal chain of climate change is incomplete and characterised by many
uncertainties. In each stage of the causal chain there are both reducible and irreducible uncertainties. This limits a
precise predictability of future properties of the climate system and its drivers. Where we can't reduce
uncertainties satisfactorily, we will have to accept them and manage them. The research described in this report
developed a framework for assessment and management of uncertainties in the energy model TIMER that forms
a sub-model to IMAGE 2.2. The limitation to one sub-model only was necessary to keep the research feasible as
uncertainty assessment and management of the full IMAGE 2.2 model was a too complex exercise for a project
of one year. This chapter sets the problem and questions of research, and gives an outline for the remainder of the
report.

1.1 Modelling climate change

Recognising the needs of policy-makers for authoritative and up-to-date scientific
information, the Intergovernmental Panel on Climate Change (IPCC) periodically assesses the
scientific, technical and socio-economic information relevant for understanding the risk of
climate change (IPCC 2001). According to the 1992 United Nations Convention on Climate
Change (UNFCCC), the aim is to stabilise greenhouse gas concentrations at a level that would
prevent dangerous anthropogenic interference with the climate system (UNFCCC 2001)1.
Models are important tools in helping to explore such “safe” levels and the required efforts
and effects of climate policies to control greenhouse gas emissions in order to reach the
related stabilisation target.

Integrated assessment models (IAMs) are special in the sense that they intend to cover the full
causal chain from the initial drivers of climate change to its ultimate effects on man and
environment. Such models thus cover natural components as the bio-geo-chemical cycles, and
the atmospheric circulation, and societal components as the energy and land use system.
IMAGE 2.2 is an example of such integrated assessment model. The IMAGE 2.2 model is a
comprehensive deterministic model of the Earth system consisting of 3 major components:

• Energy/Industry System (EIS) calculating the emissions from energy use and industrial
activities,

• Terrestrial Environment System (TES) calculating the emissions of land use and the
exchange of CO2 by the biosphere, and

                                                
1 See Annex 1.1 for a short summary of UNFCC, IPCC and her work.
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• Atmosphere Ocean system (AOS) estimating the build-up of greenhouse gases in the
atmosphere and calculates climate change and sea-level rise.

Each component consists of several sub-models that have been selected or developed to
represent the current state-of-the-art understanding and knowledge in their specific domain.
The strength of the IMAGE 2.2 model structure lies in the comprehensive coupling and
integration of all these components to mimic the dynamics of the Earth system. The IMAGE
2.2 model is initialised and calibrated with data for the period of 1970-1990 and then
simulates the major dynamics of the Earth system for the period 1990-2100 to arrive at a
number of impacts globally characterised on a high resolution grid or aggregated to 10 world-
regions. The use of a high resolution grid facilitates easier characterisation of impacts, the use
of regions makes it possible to evaluate of regionally different policies. (Alcamo 1994,
Alcamo et al. 1998)

Figure 1.1 gives an overview of the IMAGE 2.2 model, whereas Alcamo et al. (1998) give a
detailed description.

Figure 1.1: Overview of the several sub-models and their relations within the IMAGE 2.2 model. The energy
demand and supply sub-model TIMER, indicated by the arrow, is the focus of the research presented
in this report.

Our knowledge and understanding of the causal chain of climate change is incomplete and
characterised by many uncertainties. Each stage of the causal chain, as basically represented in
Figure 1.1, contains both reducible and irreducible uncertainties. The knowledge underpinning
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the sub-models in current IAMs and also IMAGE 2.2 represent the whole spectrum from
educated guesses to well-established knowledge. (Van der Sluijs 1997)

Uncertainty in present IAMs limits a precise predictability of future properties of the climate
system and its drivers. This hampers the usefulness of IAMs. The positions in the debate vary
from: "We are not ready to do integrated modelling, we must wait until all science used in the
model has the status of well established knowledge" to "We have the responsibility to use our
best scientific understanding to develop reasonable policies". However, IAMs are presently
the best available tool to combine our knowledge in such a way that we can evaluate the
consequences of different future scenarios (what-if analysis). Thus where we can't reduce
uncertainties satisfactorily, we have to accept and manage them in an appropriate way.
(Funtowicz and Ravetz 1990, Van der Sluijs 1997)

1.2 Uncertainty and quality in modelling

To deal with uncertainty, many different approaches have been developed and applied to
different types of models. Kann and Weyant (1999) provide a comprehensive review of
present day uncertainty analysis in large-scale energy/economic policy models. What strikes is
that in the fields of energy modelling and integrated assessment modelling, uncertainty studies
have mainly involved methods for quantitative uncertainty analysis, varying form single and
multi-variate sensitivity analysis to stochastic modelling with Monte Carlo techniques. The
most well known approach is the so-called sensitivity-analyses, where systematically the
reaction of model output is evaluated against the possible spread (extremes) in input- and
model variables. A specific case of sensitivity analyses is labelled uncertainty analysis (e.g.
Swartzman and Kaluzny (1987) and Kleijnen (1994), where not only the spread but also the
probability distribution of each individual variable is evaluated. Monte-Carlo sampling
techniques have been developed to facilitate an effective use of computer resources by
minimising the required runs by selecting proper samples from each probability distribution.
Such an objective analysis ideally involves all variables, but is definitely limited by computer
resources for larger models with many variables and a long run time. Another limitation of
such analysis is that only the spread of individual variables is evaluated and not the
interactions between variables, an important aspect of IAMs.

An additional limitation of available methods for quantitative uncertainty analysis is that they
provide only a partial insight into what is a very complex mass of uncertainties. And each of
them is affected by their own uncertainties, whose exploration is beyond the range of this
project. We may think of them as separate "images" of the uncertainty syndrome, deriving,
from separate "scans" on the analogy of X-Rays, MIR, ultrasound, etc. for a living body. Each
shows something, but none shows everything and each distorts and conceals while it reveals.

Accordingly, along with these technical methods we therefore employ a complementary
qualitative approach, based on the judgements of committed experts on the problems of
uncertainty that they face. This method is knows as the NUSAP method, which is an acronym
for Numeral Unit Strength Assessment Pedigree (Funtowicz and Ravetz 1990). It will be
further elaborated in Chapters 2 and 6. In appearance it is simple, and it enables only very
coarse judgements on the system as a whole. But it provides insights that the technical
methods cannot. Used in conjunction with the quantitative approaches, it can enhance our
understanding of the problems of achieving an effective use of the models.
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1.3 Problem setting and research questions

The central objective of the research in this report is to develop a framework for uncertainty
assessment and management that includes the qualitative dimensions of uncertainties (and is
thus not limited to mathematical quantitative assessments), and to test its practicality and
usefulness for model improvement. Since this is the first test of such an approach, we decided
not to use the full IMAGE 2.2 because it is a highly complex model and its testing would
exceed the time and resources available for his project. We therefore focused our research on
the energy sub-model TIMER (see next Chapter for more details), which is an acronym for
Targets IMage Energy Regional model. TIMER that can be used either as a stand-alone model
or within the IMAGE 2.2 framework. A sound modelling of the energy system is important
since it is a principal driver of climate change (see Section 1.1), and mitigation efforts may
have large societal and economic consequences.

The questions for the research presented in this report are:

What are key uncertainties in the TIMER model?

a. What are key areas and sources of uncertainties in the TIMER modelling process and
what are their associated pitfalls?

b. What is the potential role of model structure uncertainties in TIMER?
c. Uncertainty in which input variables and parameters has a major influence on the

model outcome of TIMER?
d. What is the strength of the parameters identified as critical in the sensitivity analysis,

in terms of the status of the knowledge on which they are based? ?

1.4 Outline of report

Chapter 2 further outlines the research presented in this report. The chapter starts to give a
description the energy model TIMER. Then it proceeds with an overview of areas and sources
of uncertainty in integrated assessment models in general. Dealing with uncertainties is in
itself identified as an area of uncertainty. The several areas and sources of uncertainty are next
exemplified for the TIMER model. The examples are used at the same time to introduce the
several methods for uncertainty assessment and management applied to answer the research
questions from Section 1.3. These methods are elaborated in more detail in each chapter
reporting about a specific part of the research.

Chapter 3 presents the development and results of the application of a checklist for quality
assistance in environmental modelling to the TIMER model. Without the ability to validate
the models directly, other forms of quality assessment must be utilised. What is needed in this
case is a form of heuristic that encourages self-evaluative systematisation and reflexivity on
pitfalls. We have developed a model quality assistance checklist to provide some diagnostic
help as to where problems may occur and why. The checklist covers common pitfalls in the
modelling process. Results and experiences for applying the checklist to TIMER are
discussed.
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Chapter 4 gives some insight in the uncertainty in the model structure of TIMER. Comparison
of some major model outputs of TIMER with the same outputs of a number of “competing”
energy models assesses this uncertainty in model structure. The “competing” models have
deliberately been used by the IPCC to explore precisely the uncertainties from differences in
model structure, but also to explore uncertainties posed by value-ladeness in the multiple
perspectives possible on the unknown future. The latter was implemented using each model to
develop a number of scenarios within four narrative storylines representing consistent
demographic, social, economic, technological, and environmental developments.
(Nakicenovic et al. 2000) The scenarios within one storyline, that represent specific
quantitative interpretations of the storylines by each model, are analysed in more detail by a
quantitative comparison supplemented with technical information from the literature and
interviews the several models.

Chapter 5 reports about the input variables and parameter identified to have a major influence
on the model outcome of TIMER. To analyse uncertainty in a strongly curvi-linear model with
as many input variables as in TIMER, the choice of tools is restricted by the need to keep the
exercise feasible and the results comprehensible. It is therefore desirable to keep the total
number of model runs and additional data gathering, as well as the total amount of output as
small as possible. Sensitivity analysis is typically used in this kind of situations as a first step
to reduce the large number of input variables to a limited number of relevant ones for a
subsequent uncertainty analysis. A sensitivity analysis explores the changes in model results
from changes in input values for one variable at the time (keeping all other input variables at
their base value). This provides qualitative measures that facilitate a ranking of input variables
in order of importance. A sensitivity analysis has been performed for all input variables and
parameter in TIMER. It was not feasible in the context of this project to continue this with a
further uncertainty analysis.

Chapter 6 documents the method and procedures we used to assess parameter strength. The
NUSAP method and the diagnostic diagram used in this project as well as the concepts
parameter strength and pedigree are elaborated. We describe the procedure we followed to
make a selection of parameters of which to review the strength and pedigree in the expert
elicitation workshop as well as the information and scoring cards for each parameter we made.
We used these cards in the expert elicitation workshop to draft pedigree scores informed by
these cards and a moderated group discussion. The chapter further outlines the workshop set-
up and elaborates on the background of the methodology used for the elicitation session. The
overall results for parameter strength are presented and discussed. Detailed results of pedigree
scores are presented in appendices. Results for sensitivity and strength are combined and
analysed using a diagnostic diagram.

Chapter 7 puts everything together and summarises the major conclusions. In that chapter we
also reflect on the entire toolbox for uncertainty assessment used in this project. We end the
chapter with overall conclusion for the project.
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2.1 Introduction

The world's climate has always varied naturally. However, a vast majority of scientists
believes that the currently rising concentration of "greenhouse gases" in the earth's
atmosphere poses a warming trend on top of this natural variability and may lead to
irreversible1 climate changes. There is new and strong evidence that most of the
warming observed over the last 50 years is attributable to increased concentrations of
greenhouse gasses from human activity. About three quarters of the anthropogenic
greenhouse gas emissions is due to the burning of fossil fuels to fulfil our energy
demand resulting from economic and demographic growth over the last two centuries
since the industrial revolution (Albritton et al. 2001).

The 1992 United Nations Framework Convention on Climate Change (UNFCCC)
aims to stabilise greenhouse gas concentrations at a level that would prevent
dangerous anthropogenic interference with the climate system. IMAGE 2.2 is an
integrated assessment model that can be used for scenario development and
assessment of impacts for different scenarios. It can also explore what safe levels of
greenhouse gas concentrations may be and indicate the climate policies required to
control greenhouse gas emissions in order to reach the stabilisation target. This article
focuses on the energy sub-model of IMAGE 2.2. This model, the Targets IMage
Energy Regional model (TIMER, version 0.9)2 is a multi-region energy model that can
be used as a stand-alone model or within the IMAGE 2.2 framework.

The main objective of TIMER is to analyse the long-term dynamics of energy
conservation and the transition to non-fossil fuels (see Section 3 for more details)
within an integrated modelling framework as for instance IMAGE 2.2. A sound
modelling of the energy systems is important since it thus is a principal driver behind
greenhouse gas emissions and the subsequent climate change and mitigation efforts
may have large societal and economic consequences. By its very nature, the projection
of future energy trajectories is characterised by huge uncertainties and knowledge
gaps, which complicate the task of assessment.

The objective of this chapter is to outline different types uncertainty in TIMER and to
discuss and outline how a selection of these will be analysed in the following chapters.

                                                
1 Irreversible on the century to millennium time scales
2 TIMER 1.0 is the version that is used in IMAGE 2.2 to develop the SRES scenarios published in
2001. The 0.9 version used has slightly different parameter settings for its scenarios but the model
structure is completely equal to the 1.0 version.
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Section 2.2 describes the TIMER model, whereas Section 2.3 gives a general
overview of types of uncertainty in modelling. Section 2.4 to 2.8 will next illustrate
the types of uncertainty from Section 2.3 with examples from TIMER and indicate
how these are analysed in subsequent chapters.

2.2 The energy model TIMER

The TIMER model was originally developed as a one-world model simulating the
long-term structural dynamics of the energy system (Rotmans and De Vries 1997,
Janssen and De Vries, 2000). The model has meanwhile been implemented for 17
world regions3 (version 0.9).

TIMER is not an optimisation but a simulation model. It does not optimise scenario
results over a complete modelling period on the basis of perfect foresight, but
simulates instead the year-to-year investment decisions based on a combination of
bottom-up engineering information and specific rules about investment behaviour,
fuel substitution and technology. The output is a rather detailed picture of how energy
demand, fuel costs and competing supply technologies could develop over time in the
different regions. The TIMER model and its model calibration for the 1971 – 1995
period are described in De Vries et al. (2001).

TIMER consists of 5 sub-models as represented in Figure 2.1. The model determines
demand for fuels and electricity in 5 economic sectors (industry, transport, residential,
services and others) based on structural – economic – change, autonomous and price-
induced change in energy-intensity ('energy conservation') and price-based fuel
substitution. Next, the demand for electricity is fulfilled by fossil-fuel based thermal
power, hydropower and a non-thermal alternative (solar, wind, nuclear). The latter
penetrates the market based on relative costs and technological learning. The
exploration and exploitation of fossil fuels (either for electricity or direct fuel use) is
described in terms of depletion and technological development. Biofuels can be used
instead of fossil fuels and are assumed to be subject to technological development as
well as depletion dynamics.

One aspect of the TIMER model is the allocation of fuels in markets, more
specifically in the markets of secondary energy use, of thermal fuel-fired electric
power plants and of fuel imports and exports. It is assumed that a certain time-
dependent fraction on each of these markets is open for price-based competition. The
fraction closed for competition is based on insights about technological and strategic
barriers that make it effectively closed for certain options. An example is natural gas
on the transport market, for which the required infrastructure is lacking as of now in
most regions. Another example is the import of oil and gas in regions like Former
Soviet-Union and China that has been politically constrained, at least historically. On
the market fraction that is open to competition, the multinomial logit formulation is

                                                
3 Canada, United States of America, Central America, South America, Northern Africa, Western Africa,
Eastern Africa, Southern Africa, OECD Europe, Eastern Europe, Former USSR, Middle East, South
Asia, East Asia, South East Asia, Oceania, Japan.
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parameter is a scenario-dependent parameter in as far as it expresses a judgement on
the openness and price-orientation of markets.

Figure 2.1: Overview of the five sub-models of the TIMER model (De Vries et al. 2001).

Another important aspect of the TIMER model is the endogenous formulation of
technological development. Azar and Dowlatabadi (1999) indicate that climate policy
is often discussed as a lever with which to bring about climate-friendly technical
innovation and diffusion. Nevertheless, most models treat technology as a path- and
policy-independent factor. In the TIMER model, instead, technology development is
described in terms of log-linear learning curves with exogenous, time-dependent
learning coefficients (or progress-ratios) which indicate the reduction in a cost or
performance per doubling of cumulated production ('learning-by-doing'). Such
learning curves are in the model used for price-induced energy efficiency
improvements, fossil fuel production, non-fossil based electricity and biofuels4. The
log-linear relationships between cost/efficiency and accumulated output has been
observed historically for many processes – and has been suggested by several authors
as a meaningful presentation of technological change in global energy models
(Grübler et al. 1999, Azar and Dowlatabadi 1999). Using learning curves implies that
the potential for technological adoption becomes path-dependent. For instance, solar
energy will only be available at low competitive costs around 2050 after sufficient

                                                
4 For non-fossil based electricity two learning curves are used, one representing nuclear power and one
representing solar, wind and other renewables (not hydropower). As already more cumulative output is
generated by nuclear power, learning in 'standard' scenarios will be slower for nuclear power than for
the second group.

Energy

Demand (ED)

Liquid Fuel

supply (LF)

Gaseous Fuel
supply (GF)

Electric Power
Generation (EPG)

Solid Fuel
supply (SF)

Population
(POPHER)

Inputs: Population, GDP capita-1, activity in energy 
sectors, assumptions regarding technological
development, depletion and others.

Outputs: End-use energy consumption, primary energy
consumption.

Fuel demand

Prices

Economy
(WorldScan)

Electricity
demand



20

experience has been built up in the preceding period. We believe that this is a crucial
aspect of technological development in the real world. It should be noted that in the
model, production costs of various options are also influenced by depletion dynamics.
For fossil fuels, this is related to cumulative production using long-term supply-costs
curves (based on Rogner 1997); for non-fossil based electricity and biofuels depletion
is assumed to be related to production levels.

The TIMER model does not calculate demographic and economic developments, but
imports them as exogenous variables them from the macro-economic model
WorldScan and the population model Phoenix (Hilderink 2000). TIMER does not
account for any feedback from the energy system to these drivers, neither in the
baseline nor in the mitigation scenarios. This is an important limitation, though the
uncertainties involved in these feedbacks are on the other hand very large. The
TIMER modellers consider the approach of macro-economic models that do provide
consistent links with the rest of economy and the approach of the TIMER model, with
more energy system insights, as complementary (see also Janssen and De Vries 2000).

2.3 Types of uncertainty

A number of excellent reviews on uncertainty in environmental assessment and
environmental modelling are available, often focussing though on specific aspects of
uncertainty. Elements of classifications of uncertainty from Beck (1987), Hoffman and
Hammonds (1994), Den Elzen (1994), Van der Sluijs (1997) and Van Asselt (2000),
are combined to the scheme in Table 2.1 and elucidated below.

Beck (1987) focuses on technical uncertainty in water quality modelling and
distinguishes four areas of uncertainty:

1. Uncertainty about model structure (i.e. in the functional expressions reflecting
causal relations).

2. Uncertainty in model input and parameter values, and from the model’s resolution
in space and time, and towards the addressed endpoints (inter-/intra-species
variability).

3. Uncertainty associated with characterising the unknown future, or with quantifying
the consequences from those parameters for which only limited information on the
underlying relationships is available.

4. Uncertainty in experiments and monitoring programs used for model calibration
and/or validation.

A useful contribution from Hoffman and Hammonds (1994) is their distinction
between the ontological and epistemological aspects of uncertainty. The ontological
aspect refers to inexactness and variability in the “real world”, the epistemological
aspect refers to the state-of-the-art knowledge we have for knowing and describing the
“real world”.

Van der Sluijs (1997) proposes a classification scheme with two dimensions: sources
and types of uncertainty (here further labelled as locus and sort respectively). His
sources of uncertainty are further elaborated in Annex 2 and can, with some caution,
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be seen as a further specification of the areas of uncertainties distinguished by Beck
(1997). Van der Sluijs’ types of uncertainty (labelled as sorts in Table 2.1), that are
taken from Funtowicz and Ravetz (1990), relate to the ontological and
epistemological aspects of uncertainty from Hoffman and Hammonds (1994).
Inexactness refers to the numerical precision in data that can be hampered by limited
resolving power in measuring methods or equipment5 or is caused by “ordinary”
spread in repeated measurements, but can also arise from variability in the “real
world”. Unreliability refers to the level of confidence in the state-of-the-art knowledge
that is facilitated by using well-accepted methods or measuring equipment6 and/or by
following well-accepted protocols in applying those methods or equipment. Ignorance
relates to all “we don’t know what we don’t know”, but can take an active or passive
form of that. Active ignorance is at stake when a modeller is aware of the aspects in
which his knowledge is limited, but has no insight in the relative importance of those
aspects that he – therefore – does not further address7.

Van Asselt (2000) extensively reviews uncertainty in IAM and discusses the issue
from several sides. The main innovation of her work consist of her focus on value
diversity and the development of a methodology to manage this value diversity in
IAM by identifying three cultural perspectives representing consistent sets of values
about uncertainty & risk management, and future developments. The cultural
perspectives (hierarchist, egalitarian, and individualist) are based on Swartz and
Thompson (1990), and the elaboration made within the TARGETS modelling team
(Rotmans and de Vries, 1997).

Den Elzen (1994) makes a additional distinction, useful in this context, between the
natural system and the socio-economic system. The natural system consist of a set of
material entities whose events in time and space are subject to basically universal and
thereby potentially knowable causal relationships between those material entities. The
drivers for these natural events can be posed by the socio-economic system. The
socio-economic system consists of social events arising from human action largely
based on chosen and contingent behaviours. The socio-economic past can
retrospectively be known since the chosen and contingent behaviours of this past have
already taken place. However, the behaviours of the future have still to be made and
are thus to some degree inherently and fundamentally unknowable. The anticipated
future behaviours are strongly influenced by the value-laden perspectives and
preferences with regard to future developments. Multiple futures are therefore
possible, which could be said to reflect the uncertainty in future estimates arising from
this value-ladeness (even though it doesn’t refer to uncertainty in the statistical sense).
TIMER predominantly models the socio-economic and technological systems,
whereas the other sub-models in IMAGE are largely reflecting parts of the natural
system.

                                                
5 For example: The exactness in length measured with help of a ruler resolved in centimetres and
millimetres is plus or minus 0.5 millimetres.
6 For example: A standardised ruler.
7 For example: Somebody is aware, but doesn’t know how much a ruler expands with increasing
temperature.
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Table 2.1: Classification of uncertainty in modelling exercises, and identification of dominant sorts
of uncertainty in modelling the past and future of natural system and socio-economic
system (based on combination of Beck 1987, Hoffman and Hammonds 1994, Van Asselt
2000, Den Elzen 1994, Van der Sluijs 1997). A large X means very important, and a
small square x means moderate important sort of uncertainty in the relevant locus.
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Combining the several classifications leads to the scheme in Table 2.1. The scheme
makes clear where uncertainty in model-outcome arises from system-related
uncertainty (inexactness, unreliability, and incompleteness), or from value-ladeness in
the anticipated future developments or in the chosen model structure. Whereas this
value-ladeness is as such not an uncertainty, but rather a quality of human mankind, it
creates a range of possible model-outcomes that add to the uncertainty.

Another relevance of the schema is that it makes clear that uncertainty in modelling
the past of the socio-economic system are strongly system-related, but these
uncertainties become rather value-laden in modelling the unknown future. The past
constitutes a single trajectory and not a range of possible trajectories. Even though
different and conflicting interpretations may coexist, there is only one past). Multiple
futures are on the other hand possible. This is nicely illustrated in Figure 2.2.
2.4 Model structure
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Conceptual uncertainty in model structure refers to uncertainty in the functional
relation between input variables and model outcome. That functional relation can be
less or more complex.

In its simplest form, there is a single term characterised by a so-called structure
parameter that defines how a particular model outcome relates to given input
variables8. Several structure parameters do not have a direct interpretation in TIMER.
They are rather calibration factors used to simulate the relationship between given
input variables that are observed to correlate with the desired output variable. Multiple
solutions for curve fitting are sometimes possible and one solution is then as plausible
as another one. Inexactness in curve fitting due to large spread in, or insufficient
historical data for proper curve fitting is definitely a source of uncertainty in parameter
values. However, this inexactness is expected to be small since the range in likely
values for each structure parameter within a given fit should be relatively small in
order to keep the curve plausible and satisfactory reproducing historical data.
However, if the model moves from the past to the future, where the causal relations
embedded in the historic data may no longer be valid, extrapolation by curve fitting is
not warranted unless there is a sound theoretical understanding of the mechanisms
governing the dynamics of the system.

Structure parameters in TIMER are thus used to simulate relationships between given
input variables and the desired output variable for which the underlying mechanism(s)
are only partly known and/or considered to be too complex to be modelled in detail.
An example may be found in a premium factor that converts market prices for fuels in
“perceived prices” including perceptions of shortages, environmental and legislative
aspects etc. (De Vries et al. in preparation). In particular a limited knowledge about
underlying mechanisms is nasty, since this basically mean that an anticipated causal
relation can be based on a spurious correlation. This could in the worst case mean that
calculations of the required output variable should be modelled in a rather different
way (unreliablility and ignorance).

In TIMER the different structural equations are strongly linked. For instance, the
results of the demand model are used in the electric power generation sub-model,
which is again one of the sub-models together forming the full TIMER model (see
Figure 2.1). The full model represents model structure for TIMER at its most complex
level. Model components, from relatively simple functional relations to sub-models,
represent several intermediate levels of complexity in between.

Section 2.2 already gave some characteristics of TIMER that presage elements of its
model structure. TIMER is a systems dynamics type of model that simulates year-to-
year investment decisions based on a combination of bottom-up engineering
information and specific rules about investment behaviour, fuel substitution and
technology. This results in a model structure rather different from, for example,
macro-economic or top-down models that deal with the same developments in the

                                                
8 This relation between input variable (x) and model output, as characterised by the structure parameter
(a), can be linear (y=a*x), a power-function (y=xa), exponential (y=ea*x) etc. etc.
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form of one or a few highly aggregated production functions and a single backstop
technology that supplies non-fossil energy at a fixed cost level. The technical
implementation of the model structure remains in the end a largely value-laden
decision and partly depends on the type of question to be answered by the model.

Figure 2.2: Scenarios for global CO2 emissions from fossil fuels as constructed by 6 different
modelling groups for the IPCC Special Report on Emission Scenarios (Nakicenovic et al.
2000, extended with data from TIMER for 1975 to 1995 data).

The IPCC deliberately invited several energy modelling groups to design multiple
scenarios as means for exploring the uncertainties arising from differences in model
structure between modelling groups. The exercise was also intended to explore
uncertainties posed by value-ladeness in the multiple perspectives that are possible on
the unknowable future. The modellers behind TIMER were one of the groups
participating in the IPCC exercise. Each of the modelling groups was asked to develop
scenarios within the four narrative storylines. Each storyline is expected to represent
consistent developments with regard to demographic, social, economic, technological,
and environmental developments. The scenarios within one storyline represent
specific quantitative interpretations of the storylines from the modelling groups.
(Nakicenovic et al. 2000) The usual graphical representations show what scenarios are
related to each storyline. Figure 2.2 instead shows which scenarios are related to
which modelling group, as a first attempt to explore whether differences in model
structure lead to systematic differences in scenarios from the several modelling
groups. We will discuss this issue in more detail in chapter 4.

Nakicenovic et al. (2000) gives the main data series underlying the scenarios in Figure
2.2. We analysed this data in order to further exploring whether differences between

0.00

5.00

10.00

15.00

20.00

25.00

30.00

35.00

40.00

1975 1985 1995 2005 2015 2025 2035 2045 2055 2065 2075 2085 2095

Year

C
O

2-
em

is
si

on
 (

in
 G

to
nC

)

Past          Future

AIM
MESSAGE
IMAGE
MARIA
ASF
MINICAM



25

scenarios can be traced back to either differences in model structure or to differences
in value-laden interpretations of the future. We supplemented this analysis with the –
limited – available documentation and personal communications about each model to
further identify differences in model structure between TIMER and the other model
groups.

2.5 Inexactness in input variables and parameter settings

There are three types of variables used as input to the TIMER model: “Ordinary”
inputs, scenario variables and structure parameters.

Ordinary inputs refer to variables like energy resources (and/or reserves base) or
energy content of fuels or transport distances between countries. Uncertainty is for the
larger part caused by inexactness, but unreliability and ignorance (e.g. in the case of
reserve bases of energy) can also play a role.

A considerable number of input variables in TIMER is not ordinary, but can be
classified as scenario variables. The specific values of these scenario variables are
determined by developments as in demography, economy and technology. Many of
these developments are in principle knowable for the (near) past, which limits their
uncertainty predominantly to inexactness. The developments in the (long-term) future
are unknown and based on value-laden convictions and interpretations about the way
our societies will start to act. Different views can be plausible (within certain limits).
Combined uncertainty in model outcome due to value-ladenness in scenario values
can amount to some orders of magnitude for the long-term future as demonstrated in
Figure 2.2.

The structure parameters in TIMER are, strictly spoken, not input variables (see
previous section), but uncertainty in model outcome from inexactness in their values
can be quantified in parallel with inexactness in ordinary input variables and scenario
variables. Ignorance and unreliablility may be sorts of uncertainty here.

The uncertainty from unreliability and ignorance can not be quantified unambiguously
though the strength of parameters. It can be characterised semi-quantitatively by
means of so-called pedigree indicators (see Section 2.7). Uncertainty from inexactness
in ordinary inputs and structure parameters on the other hand may be expressed in
measures like probability density functions or error-bars. Whereas similar measures
are possible for scenario variables, their probability density functions will usually be –
close to – uniform within their range of plausible values.

The inexactness in TIMER input variables and structure parameters (from here on
referred to as input variables) obviously also determines the uncertainty in model
outcomes. Sensitivity analysis can be used to explore the changes in model results
from changes in input values for one variable at the time (keeping all other variables
at their base value). This provides qualitative indicators that facilitate a ranking of
input variables in order of importance, but these measures do not yet quantify how
important one input variable is compared to the other ones. This requires a more
thoroughly uncertainty analysis where the values of input variables are varied at
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random over their range of possible input values as represented by their probability
distribution functions (stochastic modelling). A large number of model runs is usually
required to arrive at the probability distribution in the model outcome. This number
grows exponentially with the number of input variables involved (Campolongo &
Braddock 1999, Van der Sluijs 1999). Drawing the probability distribution function
for each variable may in addition be rather resource-demanding, if possible at all.
Sensitivity analysis is therefore often performed as a first step to select a limited
number of variables for a subsequent uncertainty analysis.

We performed a sensitivity analysis for all 300 parameters and inputs of TIMER. The
used methods and means, as well as the results are elucidated in Chapter 4. A
subsequent uncertainty analysis was not possible due to constraints in time and other
resources.

2.6 Strength of input variables and parameter settings

A sensitivity and uncertainty analysis provides information to what extent inexactness
in input variables produced inexactness in model outcome. However, exactness is not
the only sort of uncertainty in input variables (including parameter settings). Also
unreliability and ignorance represent aspects of the uncertainty of input variables.
Funtowicz and Ravetz (1990) designed the so-called NUSAP-methodology that
specifically deals also with these aspects of uncertainty (NUSAP is an acronym for
Numeral Unit Spread Assessment Pedigree). Though the NUSAP-methodology is also
suited to qualify the strength as follows from unreliabilty, ignorance and value-
ladeness of model components from simple functional relations to full the full model,
the focus here is on input variables.

NUSAP intends to comprise all relevant aspects of uncertainty and quality that are
needed for full-fledged uncertainty management. Central within the NUSAP-approach
is the notion that not only a Numeral, its Unit and a Spread do qualify (quantitative)
information, but also its strength that can be Assessed by expert judgement and can be
addressed in terms of the Pedigree of the quantities. A pedigree conveys an evaluative
account of the production process of that quantitative information, and indicates the
scientific status of the knowledge used.  This evaluation is made through a set of
evaluation or strength criteria, each of them measured through a set of strength modes.
The choice of the strength criteria in a pedigree matrix, the choice of the strength
modes for each criterion and the ranking of these strength modes depends on the
component whose pedigree we want to provide insight in and the goal of the
uncertainty analysis. Table 2.2 gives an example of such criteria and modes, together
forming a so-called pedigree-matrix, guiding the evaluation of parameter strength.
Note that the columns are independent.

Van der Sluijs (1999) gives a closer discussion on selection of criteria, modes and
ranking with regard to the several areas of uncertainty. It is a complicated and not self-
evident matter to select adequate strength criteria and modes and to rank the latter
from low to high strength. The discussion of Van der Sluijs about a pedigree-matrix
for input variables focuses on ordinary input variables only. Also the pedigree-matrix
in Table 2.2 is not fully suited to evaluate strength of scenario variables whose
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uncertainty is dominated by value-loading. To assess the strength of scenario
variables, one would like to measure on criteria like:

• The extent to which value-ladeness (compared to the other three sorts) determines
the uncertainty of the given variable,

• The robustness over time of the underlying values, preferences and expectations,
• The way the value-ladeness is managed in the scenario and modeling exercises
• The degree of future orientedness such as inclusiveness of surprises and

consideration of consequences of moving outside parameter domains covered by
knowledge from the past.

Such criteria cannot be applied to individual parameters as it can only be judged from
a meta point of view of the modelling process. The checklist for model quality
assistance in chapter 3 captures some of these issues.

Table 2.2: Example of a pedigree-matrix applied to evaluate the strength of input variables to a
model for VOC emissions in the Netherlands (Risbey, Van Sluijs and Ravetz, 2001).

strength indicators
Proxy1 Empirical2 Method3 Validation4

4 An exact measure of the
desired quantity

Controlled experiments
and large sample of
direct measurements

Best available practice
in well established
discipline

Compared with inde-
pendent measurements
of the same variable
over long domain

3 Good fit or measure Historical/field data, un-
controlled experiments,
small sample of direct
measurements

Reliable method, com-
mon within established
discipline, best availab-
le practice in immature
discipline

Compared with inde-
pendent measurements
of closely related vari-
able over shorter period

2 Well correlated, but not
measuring the same
thing

Modelled data, indirect
measurements

Acceptable method but
limited consensus on
reliability

Measurements not in-
dependent proxy vari-
able with limited
domain

1 Weak correlation, but
commonalties in
measure

Educated guesses,
indirect approximations,
rule of thumb

Preliminary methods
with unknown
reliability

Weak van very indirect
validation

Sc
or

e

0 Not correlated and not
clearly related

Crude speculation No discernible rigour No validation perfor-
med

1 Proxy pedigree refers to how close the measured quantity is to the quantity about which we seek information.
2 Empirical strength refers to the degree to which direct observations are used to estimate the variable.
3 Methodological strength refers to the norms for methodological rigour applied by peers in the relevant disciplines
in the measuring and processing the data for the proxy
4 Validation refers to the degree to which one has been able to crosscheck the data against independent sources.

Another matter is how to draft the pedigree scores. Risbey, Van der Sluijs and Ravetz
(2001) developed and tested a protocol for expert elicitation for this purpose. They
assessed the strength of a number of input variables (including structure parameters)
that were identified as critical in the sensitivity analysis in terms of the size of its
influence on model outcome. We therefore extended the presently available elicitation
protocol with a criteria addressing the value-laden aspects of the relevant variables.
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2.7 Assistance in modelling practice

Information about uncertainty in model structure, and about inexactness and strength
of input variables and parameter settings may indicate how well a models mimics
observations of reality. However, it does not yet reflect the quality of the modelling
practice, i.e. the computational error related to the technical implementation of the
conceptual model structure and databases with values for input variables and
parameters into a ready to use model.

A large number of all kind of practical choices have to be made in the technical
implementation of the conceptual model structure (like model simplifications,
resolution levels, aggregation across sub-models for model-consistency, artificial
adjustments to get the model calibrated). Considerations about state-of-the-art
knowledge on functional relations, available data on input variables and parameter
settings, computational resources, time pressure will be at the basis of these choices.
The decisions taken may nevertheless become less or more ad hoc under pressure of
time as well as because of the large number of choices continuously to be made in
constructing the model. Similar pitfalls may give rise to numerical and software error.

It is important to guard against poor practices in modelling, because such practices are
much more likely to produce poor or inappropriate model results. However, in most
cases model results are not “good” or “bad” in general, but are more or less useful
when applied to a particular problem. There is no single answer that is best for all
questions. What constitutes good practice in one domain may be different or even
conflict with the requirements of good practice in another domain.

Validation of relatively complex models like TIMER is impossible or at best partial:
the density of pitfalls is high and some form of rigour in the modelling process is
needed to avoid them. A competent modeller often has a fairly good judgement about
the quality of his model but total quality control is an elusive goal. However, a
modeller may benefit from assistance in guarding against poor modelling practice and
focusing on the utility of results for a particular problem. A checklist is developed to
this end.

The checklist is designed largely for internal use within a modelling group to facilitate
self-assessment. The checklist covers issues like the relevance of the model in relation
to its problem domain, interface of the model with its users, use of the model in
policy, and testing the model on the internal strength of the model. The checklist has
been iteratively developed and tested on the TIMER by independently going through
the checklist with the principal modellers. The development and testing of the
checklist is reported in detail Chapter 6.

2.8 Assessment of uncertainties

Several tools are available for the exploration and quantification of the several sorts of
uncertainty at different loci. Table 2.3 gives a non-exhaustive list. A number of tools
from this list are already discussed in the previous sections. Their results have a value
in itself, but they also complement each other and sometimes provide extra value
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when combined. The results of the sensitivity analysis can be combined with the
information about the strength of each input variable with regard to unreliability and
ignorance in a “diagnostic” diagram as in Figure 2.3. This diagram facilitates
diagnosis and prioritisation of the input variables of primary interest for model
improvement of future model exercises with TIMER.

Figure 2.3: Diagram to diagnose what parameters need special attention in model improvement or
future modelling exercises (Risbey, Van der Sluijs and Ravetz 2001). In this project we
use as indicator for criticality the change in outcome caused by a change in input varied
over a range of -50% to +50% of the default value (note: for some parameters smaller
ranges were taken to prevent for physical impossible or highly implausible values). As
indicator for weakness we use one minus the quotient of the sum of the pedigree score
and the maximum attainable sum of pedigree scores. This allows us to plot each
parameter in the diagram. Parameters ending in zone 1 are in the danger zone, parameters
in zone 4 are in the safe zone.

2.9 Summarising

This project assesses qualitative and quantitative uncertainties in the TIMER energy
model, part of the IMAGE model. We use the B1 scenario produced with
IMAGE/TIMER for the IPCC Special Report on Emissions Scenarios as case study.

In the field of integrated assessment modelling, uncertainty studies have mainly
involved methods for quantitative uncertainty analysis, varying form single and multi-
variate sensitivity analysis to stochastic modelling with Monte Carlo techniques (e.g.
Kann and Weyant 1999). These quantitative mathematical techniques provide only a
partial insight into what is a very complex mass of uncertainties. And each of these
techniques is affected by their own uncertainties, whose exploration has been beyond
the scope of this project. We may think of them as separate "images" of the
uncertainty syndrome, deriving, from separate "scans" on the analogy of X-Rays,
MIR, ultrasound, etc. for a living body. Each shows something, but none shows
everything and each distorts and conceals while it reveals. Accordingly, along with
technical quantitative methods of uncertainty analysis we therefore have employed a
complementary qualitative approach based on the judgements of committed experts on
the problems of uncertainty that they face. In appearance it is simple, and it enables
only coarse judgements on the system as a whole. But it provides insights that the
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technical methods cannot. Used in conjunction with the quantitative approaches, it can
enhance our understanding of the problems of achieving an effective use of the
models.

Table 2.3: Available tools to address different sorts and loci of uncertainties in IAMs (modified from
Van der Sluijs 1999). Bold-printed tools are used in this research to address the several types
of uncertainty. Underlined are those tools employed already earlier by the TIMER-group.

Locus Inexactness Unreliability Ignorance
Input data Sensitivity analysis

Monte Carlo simulation
Subjective Probability
Distributions
Cultural theory sampling

Quality-assurance
Strength assessment
Advisory boards
Peer review
Expert elicitation
Checklist quality assistance
Rack-method

Research

Parameter
settings

Sensitivity analysis
Monte Carlo simulation
Subjective probability distributions
Cultural theory sampling

Quality-assurance
Strength assessment
Advisory boards
Peer review
Expert elicitation
Checklist quality assistance
Rack-method

Research

C
on

ce
pt

ua
l m

od
el

 s
tr

uc
tu

re

Functional
relations

Monte Carlo Simulation
Cultural Theory Sampling
Inter-model comparison
Testing against historical data
Test short-term predictions
Code exchange between IAMs
Rack-method
Advisory boards
Peer review

Quality-assurance
Strength assessment
Inter-model comparison
Testing against historical data
Test short-term predictions
Code exchange between IAMs
Rack-method
Advisory boards
Peer review
Expert elicitation
Checklist quality assistance

Research

Process
error

Inter-model comparison
Testing against historical data
Test short-term predictions
Code exchange between IAMs

Quality-assurance
Inter-model comparison
Testing against historical data
Test short-term predictions
Code exchange between IAMs
Rack-method
Advisory boards
Peer review
Expert elicitation
Checklist quality assistance

Research

Resolution
error

Sensitivity analysis Quality-assurance
Rack-method

Research

Aggregation
error

Sensitivity analysis Quality-assurance
Rack-method

Research

T
ec

hn
ic

al
 m

od
el

 im
pl

em
en

ta
tio

n

Model fixes Sensitivity analysis
Inter-model comparison
code exchange between IAMs

Quality-assurance
Advisory board
Peer review
Expert elicitation
Rack-method

Research

Numerical
error

Sensitivity analysis (to number of
digits in floating point operations)

Quality-assurance
Rack-method

Mathematical
analysis of the model

Software
error

Sensitivity analysis
Code verification

Quality-assurance
Code verification
Rack-method
Reproducibility testing

Rack-method

C
om

pu
ta

tio
na

l e
rr

or

Hardware
error

Sensitivity analysis Quality-assurance
Rack-method
Reproducibility testing

Rack-method

Model
completeness

Advisory boards
Inter model comparison
Peer review
Competition among IAM groups
Focus groups

Quality-assurance
Strength assessment
Advisory board
Inter model comparison
Peer review
Expert elicitation
Checklist quality assistance
Competition among IAMs
Focus groups

Context validation
Participation
Research
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In the project we have assessed uncertainty by applying such a concerted set of
complementary methods, which in their combination provide a richer diagnosis of
uncertainty than each of these methods alone. The concerted set of complementary
methods chosen in this project is a case specific implementation of the so called
NUSAP (acronym for Numeral Unit Spread Assessment Pedigree) method for, and
philosophy of, uncertainty assessment and management in science for policy
(Funtowicz and Ravetz 1990) and has involved fine tuning of different tools for
uncertainty assessment to match the specific case.

The set of methods by which NUSAP has been implemented in this project include:
(1) A comprehensive checklist for model quality assurance to identify key loci and
sorts of uncertainties in the TIMER modelling process and to flag associated pitfalls;
(2) A meta-level analysis of similarities and differences in the SRES scenario results
of the six energy models used for SRES, to explore by inter-model comparison the
potential roles of model structure uncertainties in the TIMER model;
(3) Sensitivity analysis to explore criticality of uncertainty (inexactness) in model
parameters in terms of the magnitude of its influence on the global annual CO2
emission projected by TIMER for the B1 story line.
(4) A NUSAP expert elicitation workshop to systematically assess of those parameters
whose uncertainty was identified as critical, the pedigree of these parameters, by
systematically evaluating the underpinning of the numerals and the status and nature
of the knowledge from which they stem. We looked particularly at the following
dimensions of parameter pedigree: proxy, empirical basis, theoretical understanding,
methodological rigour and validation.
(5) A diagnostic diagram, differentiating across parameters and prioritising
uncertainties by the combination of criticality of parameter inexactness (based on
Morris) and parameter strength (based on pedigree).

The following chapters will cover each of these phases, documenting the methods and
the results.

2.10 References

Albritton, D.L. et al. Summary for policy makers in the contribution of Working Group 1 to the third
assessment report of the Intergovernmental Panel on Climate Change: Climate change 2001: The
scientific basis. In press. (available from http://www.ipcc.ch)

Azar, C. and H. Dowlatabadi. A review of Technical Change in Assessment of Climate Policy. Annual
Review of Energy Environment, Vol. 1999, Issue 24, pp513-544.

Beck, M.B. Water Quality Modelling: A Review of the Analysis of Uncertainty, Water Resources
Research, 23 (8), 1987, p. 1393-1442.

Campolongo, F. and R. Braddock. Sensitivity analysis of the IMAGE greenhouse model.
Environmental Modelling & Software, Vol. 1999, Issue 14, pp275-282.

Funtowicz, S.O. and Ravetz, J.R., 1990. Uncertainty and Quality in Science for Policy. Dordrecht:
Kluwer.

Grübler, A., N. Nakicenovic and D.G. Victor. Dynamics of energy technologies and global change.
Energy Policy. Vol. 1999, Issue 27, pp247-280.



32

Hilderink H. World Population in Transition – An integrated Regional Modelling Framework. PhD-
thesis. Amsterdam (the Netherlands), Thela Thesis, 1999.

Hoffman, F.O. and J.S. Hammonds, Propagation of Uncertainty in Risk Assessments: The Need to
Distinguish Between Uncertainty Due to Lack of Knowledge and Uncertainty Due to Variability, Risk
Analysis, 14 (5), 1994, p. 707-712.

Janssen, M.A. and B. De Vries, B. Climate Change Policy Targets and the Role of Technology Change.
Climatic Change, Vol. 2000, Issue 46, pp1-28.

Kann, A. and John P. Weyant, 1999. Approaches for performing uncertainty analysis in large-scale
energy/economic policy models. Environmental Modeling and Assessment 5 (2000) 29–46

Nakicenovic, N., and R. Swart (eds). Special report on emissions scenarios. A special report of working
roup III of the intergovernmental panel on climate change. Cambridge (United Kingdom), Cambridge
University Press, 2000.

Risby, J.S., J.P. van der Sluijs and J. Ravetz, 2001. Protocol for Assessment of Uncertainty and
Strength of Emission Data, Department of Science Technology and Society, Utrecht University, report
nr. E-2001-10, 22 pp.

Rogner. H.H. An assessment of World Hydrocarbon Resources. Annual Review of Energy and the
Environment, Vol. 1997, Issue 22, pp217-262.

Rotmans J. and B. De Vries (eds.). Perspectives on Global Change - the TARGETS Approach.
Cambridge (United Kingdom), Cambridge University Press, 1997.

Schwartz, M. and M. Thompson, Divided we Stand: Redefining Politics, Technology and Social
Choice, Harvester Wheatsheaf, London, 1990, 176 pp.
Van Asselt, M.B.A., 2000. Perspectives on uncertainty and risk. Kluwer Academic Publishers,
Boston , 2000. XVI, 434 p

Sluijs, J.P. van der. Anchoring Amid Uncertainty, on the Management of Uncertainties in Risk
Assessment of Anthropogenic Climate Change, PhD thesis, Utrecht University, 1997.

Sluijs, J.P. van der. Tuning NUSAP for its use in Integrated Model Quality Assurance the Case of
Climate Change, Report in commission of European Commission Directorate General CCR, Joint
Research Centre, Institute for Systems, Informatics and Safety, Ispra, Italy (contract no. 13970 – 1998 –
05 F1EI ISP NL), Department of Science Technology and Society, Utrecht University, Utrecht, March
1999. 36 pp.

Vries, B. De, J. Bollen, L. Bouwman, M. Den Elzen, M. den, Janssen and E. Kreileman. Greenhouse
Gas Emissions in an Equity-, Environment- and Service-Oriented World: An IMAGE-Based Scenario
for the 21st Century. Technological Forecasting and Social Change, Vol. 2000, Issue 63, pp137-174.

Vries, B. De, D.P.Van Vuuren, M. den Elzen, and M. Janssen.  Documentation TIMER model.
Bilthoven (the Netherlands), National Institute of Public Health and the Environment (RIVM), in
preparation.

Vries, B. De and D.P. Van Vuuren. Sustainable development: The road to protecting the Earth Climate
System. In preparation.



33

3      CHECKLIST FOR MODEL QUALITY ASSISTANCE

James Risbey1, Jeroen van der Sluijs1, Jerry Ravetz2, Jose Potting1,3, Penny
Kloprogge1, Silvio Funtowicz,4, Serafin Corral,4
1Dept. of Science Technology and Society, Utrecht University, Padualaan 14, 3584 CH Utrecht, The
Netherlands
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3National Institute for Public Health and the Environment. PO-box 1, 3720 BA Bilthoven, the
Netherlands
4EC Joint Research Centre, Institute for Systems, Informatics and Safety, MIA, TP 650, I-21020 Ispra
(VA), Italy

3.1 Introduction

Large, complex environmental models such as TIMER (De Vries et al. 2000; De
Vries et al. 2001; van Vuuren and de Vries 2001) present considerable challenges to
develop and test. There has been a lot of effort to characterize the uncertainties
associated with models and their projections (described in this report and elsewhere
[van der Sluijs 1997]). However, uncertainty estimates alone are necessarily
incomplete on large models of such complexity as TIMER and provide only partial
guidance on the quality of the results. The conventional method to ensure quality in
modelling domains is via model validation against observed outcomes. Unfortunately,
the data are often simply not available to carry out rigorous evaluations of many
models (Risbey et al. 1996).

Lack of validation data is critical in the case of complex models spanning human and
natural systems because they require:
• Socio-economic data which has frequently not been collected
• Data related to value dimensions of problems that is hard to define and quantify
• Data on projections of technical change which must often be guessed at
• Data on aggregate parameters like energy efficiency which is difficult to measure

and collect for all the relevant economies
• Geophysical data on fine spatial and temporal scales world-wide that is not

generally available
• Data pertinent to non-marginal changes in socio-economic systems which is

difficult to collect, and
• Experience and data pertaining to system changes of the kind simulated in the

models for which we have no precedent or access.

Without the ability to validate models directly, other forms of quality assessment must
be utilized. Unfortunately, there are few ready-made solutions for this purpose. For
complex coupled models there are many pitfalls in the modelling process and some
form of rigour is all that remains to yield quality. Thus, a modeller has to be a good
craftsperson (Ravetz 1971, 1999). Discipline can be maintained by controlling the
introduction of assumptions into the model and maintaining good “practice”. What is
needed in this case is a form of heuristic that encourages self-evaluative
systematization and reflexivity on pitfalls. The method of systematization should not
only provide some guide to how the modellers are doing; it should also provide some
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diagnostic help as to where problems may occur and why. We have developed a
model quality assistance checklist for this purpose to be used in the project (Risbey et
al. 2001). The checklist is included here as Appendix 3.1.

The philosophy underlying the checklist is that there is no single metric for assessing
model performance and that, for most intents and purposes, there is no such thing as a
“correct” model. Rather, models need to be assessed in relation to particular functions.
Further, that assessment is ultimately about quality, where quality relates a
process/product (in this case a model) to a given function. The point is not that a
model can be classified as “good” or “bad”, but that there are “better and “” worse”
forms of modelling practice, and that models are “more” or “less” useful when
applied to a particular problem. The checklist is thus intended to help guard against
poor practice and to focus modelling on the utility of results for a particular problem.
That is, it should provide some insurance against pitfalls in process and irrelevance in
application. The questions in the checklist are designed to uncover at least some of the
more common pitfalls in modelling practice and application of model results in policy
contexts. The output from the checklist is both indirect, via reflections from the
modeller's self-assessment, and direct in the form of a set of potential pitfalls triggered
on the basis of the modeller's responses.

The checklist is structured as follows. First there is a set of questions to probe whether
quality assistance is likely to be relevant to the intended application. If quality is not
at stake, a checklist such as this one serves little purpose. The next section of the
checklist aims to set the context for use of the checklist by describing the model, the
problem that it is addressing, and some of the issues at stake in the broader policy
setting for this problem. The checklist then addresses “internal” quality issues, which
refers to the processes for developing, testing, and running the model practised within
the modelling group. A section on “users” addresses the interface between the
modelling group and outside users of the model. This section examines issues such as
the match between the production of information from the model and the
requirements of the users for that information. A section on “use in policy” addresses
issues that arise in translating model results to the broader policy domain, including
the incorporation of different stakeholder groups into the discussion of these results.
The final section provides an overall assessment of quality issues from use of the
checklist.

In what follows we will describe the application of the checklist to the TIMER model
for the purpose of estimating greenhouse gas emissions under the B1 scenario
described earlier in this report (Nakicenovic et al. 2000). Before doing so, we will
provide some context for the TIMER analysis by describing results from use of the
checklist with the IMAGE 2.2 model (Alcamo et al. 1998). The IMAGE model
constitutes the broader integrated model framework linking social and natural systems
in which TIMER is embedded (see Figure 1.1 in Chapter 1). Then we will provide a
description of the TIMER checklist results and a diagnosis of potential pitfalls.

3.2 Context - IMAGE 2.2

An initial test of the checklist was made on the IMAGE model with modellers, Rik
Leemans and Eric Kreileman on the 27th of November, 2000. The test was carried out
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as an interview by Risbey, van der Sluijs, and Potting. Since TIMER is embedded in
IMAGE, the test with IMAGE was intended to provide some context for TIMER and
to help refine the checklist for subsequent use. Due to time constraints, the test with
IMAGE focused on only the first checklist sections on “model and problem domain”
and “internal use” of the model. It did not include the sections on “interactions with
users” and “use in policy since IMAGE is not the focus of the project. The major
results from the test on IMAGE are as follows.

At a practical level, some questions needed clarification to be understood by the
modellers. The process of clarifying and feedback from the modellers enabled us to
sharpen the questions in the checklist. It was further found that the checklist takes
quite some time to complete. However, not all parts of the checklist are relevant for
all problems. In many cases, a subset of the checklist will be most useful. After the
test on the IMAGE model we added a set of screening questions to focus the checklist
on the issues of most potential relevance to the model and problem application. This is
Section 2 of the checklist in Appendix 3.1.

The responses to checklist questions are keyed to particular outputs from the model,
those identified as relevant to the problem under consideration. The general problem
posed for the test of IMAGE is assessment of climate impacts. Before focusing on this
issue, we conducted a general discussion on use of the model for a range of problems.
For some problem and parameter combinations, such as the need for 60% emission
reductions to stabilize CO2 concentrations, the IMAGE model was considered to be
accurate and useful by the modellers. For other problem issues such as land use
changes for each specific grid, the accuracy of the model is regarded as quite low by
the modellers. Thus accuracy will be strongly sensitive to the scale of outputs
assessed for instance. Bearing this in mind, we chose one regional scale parameter
(regional land use) and one global scale parameter (sea level rise) in asking questions
about the assessment of climate change impacts (the problem) in IMAGE. IMAGE is
used to translate energy activity from TIMER to emissions of greenhouse gases and
ultimately to climate impacts such as sea level rise. A land use model in IMAGE
determines changing land use patterns in response to economic activity and climate
changes.

For the assessment of sea level rise impacts, the critical parameters are estimated to be
those entailing the translation of the SRES storylines to emissions and the climate
sensitivity. The former set of parameters is highly value-laden and both sets of
parameters are disputed. Critical parameters for assessment of regional land use
changes include the productivity of grazing systems and those embodying various
assumptions about population and economic structure.

The effects of uncertainty in key parameters have been partially assessed through
sensitivity studies. Structural uncertainties have been assessed only implicitly through
comparison with other models of varying structure. For the case of regional land use
projections, results are expected to vary radically depending on the underlying model
structure assumed. Validation of model results has been carried out where possible,
though this constitutes only a partial validation due to the limited data available.
Results for sea level rise from the model are assessed to be moderately robust. That is,
the result can be changed by a factor of three or so by assuming different scenarios or
parameter values, but probably not by an order of magnitude. For regional land use
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changes, the results are considered to be not very robust, particularly for regions like
Africa. In this case the accuracy is assessed to be an order of magnitude only.

The preliminary run through the checklist with the IMAGE modellers reveals
something about the levels of accuracy that can reasonably be expected in assessing
climate impacts at global and regional scales using the IMAGE model. The degree of
accuracy depends on the parameter, scale, and issue being addressed. In general,
moderate robustness can be expected at larger scales, declining as one moves to
regionally-specific variables. This accuracy is in part constrained by the translation of
SRES storylines to energy usage and emissions in TIMER as well as by subsequent
assumptions employed in other IMAGE modules.

3.3 Application - TIMER

The application of the checklist to the TIMER model was carried out in an elicitation
with modeller, Detlef van Vuuren, by Risbey and van der Sluijs on the 3rd of May,
2001. The elicitation covered most of the material shown in the checklist in Appendix
3.1.

Use of the checklist
The first questions covered use of the checklist itself. These showed in a quick scan
that there is some question as to the accuracy of model results, some interpretation
and judgement of results is required, and that the public is concerned about process
and results regarding the model application. Thus, quality considerations seem
relevant in view of the application, and use of the checklist is warranted. The
screening questions on which parts of the checklist are potentially most relevant
indicated that only a couple of the checklist sections could comfortably be skipped in
this application.

Problem context
The problem addressed by the TIMER model in this project is how will greenhouse
gas emissions develop given different world views and assumptions about population
and economic growth (as specified in the SRES scenarios)? Model output variables of
relevance to this problem are primary energy production and consumption and final
energy consumption (which are passed on to IMAGE's emissions model) and biomass
production (which is passed on to the land use model). Responses to questions in the
checklist focus on these variables unless otherwise indicated.

For the application of the model described above, the intended users identified are the
IMAGE group, the energy modelling community, and national and international
policymakers and stakeholders concerned about climate change. A number of groups
were identified as having particular interests in the outcome of the research on this
problem. Such interest was apparent in earlier discussions on the SRES scenarios
within the IPCC. For example, one could imagine that the Middle East oil producing
regions favour scenarios that imply that fossil fuel use is benign for the climate, and to
some degree they tried to influence the shaping and selection of the SRES scenarios to
this end. Other participants argued for setting high emission baselines in the SRES
scenarios to demonstrate the need for climate policies. After publication of SRES, it
became clear that some countries and NGO's are sceptical of the B1 SRES scenario as
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they fear that it could be interpreted to undermine the need for active climate policies.
In short, the stakes for the research are relatively high and a number of different
groups have vested interests in the outcome. The research of the IMAGE/TIMER
group is funded via the Dutch environment ministry. The views on climate policy of
members of the ministry are of course known to the modelling group. Some model
results over time were assessed to be convergent with these views and some not. In
other words, no systematic bias to founder views was assessed.

Values and key parameter identification
A long list of value-laden key-issues were identified of relevance to the model
application. Starting with the SRES scenarios, values enter into the characterization of
“globalized” versus “regionalized” worlds. Indirectly, the SRES scenarios seem to
embody an assumption that globalization is “good” for the environment. This
assumption is operationalized via assumptions about the different economic growth
rates between globalized and regionalized worlds and via those on the demographic
transition, whereby increases in GDP are assumed to automatically lead to reductions
in birth-rates. This leads to lower emissions in the “globalization' scenarios. Another
interesting point is that final energy consumption was specified in the SRES scenarios
as a “harmonized” parameter. This means that the other models were more or less
constrained to adopt the assumptions on globalization for instance made by the
“marker” models. In the TIMER model framework further values-related issues
identified were the learning rates for technology development in the energy sector,
structural change in the energy-economic system, trade constraints, the availability of
resources, technological development in energy consumption and efficiency, and
payback times for investments. On the century long time scale, the model was
assessed to be substantially conditioned by value issues. The modeller's assessment of
value-ladeness is consistent with those made in the workshop for the project in which
participants used a NUSAP pedigree matrix (Funtowicz and Ravetz 1990) to score the
value-ladeness of model variables (see Chapter 6).

Most of the key parameters governing spread in model output variables of interest for
this problem have been identified through sensitivity studies carried out as part of this
project (see Chapter 5). They include population and GDP (from the SRES scenario),
structural change in the economy, learning factors for energy systems, available
resources, and investment payback times. Note that there is considerable overlap
between the list of key variables governing spread in output and the list of key value-
laden variables.

Model structure and validation
Various alternatives for model structure were identified in the checklist elicitation. In
particular, some models take a “bottom-up” approach to modelling the energy system
from the component technologies and sectoral demands. Such models provide good
resolution of the energy system but typically do not include feedbacks between the
energy and economic systems. Other models pursue a top-down” approach from
macroeconomic considerations. These models do include feedbacks between the
energy and economic systems, but typically provide little resolution of the energy
system. The TIMER model is by choice somewhere in between and contains
characteristics of both types of energy models. In particular, it shares some of the
assumptions of bottom-up models. The effects of alternative model structures have
not been tested explicitly. Implicit testing is carried out by comparison of results with
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other energy models and is also one feature of this project (see Chapter 4). Results for
the key output variables were judged to be at least moderately sensitive to the
structural underpinnings of the model.

Validation of the model has been carried out on the limited data available and
indirectly via model intercomparison (particularly via the SRES process). Validation
has been aided by the fact that much of the available data is at the same level of
aggregation as the model, but this data is quite uncertain in some regions.

Robustness and accuracy of results
Model results for final energy consumption were judged to be moderately robust in
that they could probably be changed by a factor of two or so without much tinkering
with parameter values, but not by a factor of ten without requiring implausible
changes to the model. For a hypothetical sensitivity study encompassing most of the
major assumptions, the resulting spread in energy consumption was assessed to be
less than a factor of two given the B1 scenario, but larger than that when
encompassing the full set of SRES assumptions on population and growth. In
translating energy consumption to CO2 emissions, the level of accuracy assessed for
CO2 emissions was judged to be around 10% given the assumptions of the B1
scenario.

The modeller's assessment of the levels of accuracy required for model results to be
useful in the policy process was to better than 10% for short term (2-3 decades)
energy planning, but much less accuracy than that for long term (century scale)
climate policy such as entailed in the Kyoto protocol. Given the levels of accuracy
assessed for model outputs, model results were deemed to be too coarse for short term
planning, but of about the required level of accuracy for assessing the greenhouse gas
implications of long term scenarios such as B1. On the question of whether the model
provides useful answers for climate policy assessment, the modeller differentiated
between assumptions at the SRES and B1 level. He noted that the SRES scenarios
depend in part on one's world-view and it is difficult to differentiate among them on
the basis of plausibility. Thus, when encompassing assumptions at the SRES level
related to population, trade, and growth, model results were deemed to be relevant to
the policy process, but with unknown plausibility. With these factors held fixed for
the B1 scenario, model results were judged to be “relevant and plausible”.

Model role in policy
The modeller was asked what role the model should play in setting policy on this
issue. He replied that any particular energy model should provide only a weak guide
to policy, but that the class of energy models taken together could provide a more
general guide for policy. This response was consistent with his assessment of how
models actually are used in the policy process. He noted that models are used
rhetorically, pro or con particular policies and for community building. He noted that
the SRES process helped communicate the notion of different possibilities and worlds
between modellers and policymakers. The modeller provided an example of why
model results are best used in combination than alone for policy. On the question of
whether to delay action to mitigate greenhouse gas emissions or act now, he
developed a list of six reasons for each position (twelve total). He noted that three of
these arguments could be addressed in one energy model and three in another. On a
more cautionary note, he noted that six of the twelve arguments were not addressed in
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any of the models he considered. This is consistent with his response on how models
ought to be used, which stopped short of the category specifying that “policies should
be directly keyed to specific model results”.

Model development
Questions aimed at model development practices indicated that there has not been a
systematic process for evaluating model assumptions, nor have the effects of increases
in model complexity been monitored by systematic routines. To be sure, this is
currently normal practice for the field. Some attention is given to model anomalies
(results departing from expectations based on theory, data, or other models) and
discussed in the broader modelling community. One difficulty, if not necessarily an
anomaly, in the model is the need to calculate certain quantities as functions of price
rather than amount. This is a constraint based on available data. An anomaly in the
sense of differences with other models is the assumption of saturation of energy
demand in the formula for structural change. This results in TIMER being at the low
end of the range of energy demand calculated by the SRES group of models
(Nakicenovic et al. 2000). However, this is a consequence of a conscious choice on
how to model energy demand rather than an unusual outcome per se. Unresolved
anomalies and assumptions such as the above were assessed to be treated openly in
relation to both users and the public.

Model access
Questions on the access of outsiders to the IMAGE/TIMER models indicated mixed
results. At present there is an effective monopoly of access to the model. The model is
in the process of being documented1, and the source code is public (upon request), and
other groups do use the model. All TIMER results are freely available and the model
can be obtained by groups with whom the TIMER group co-operates. However, these
groups require assistance to use the model, which is fairly complicated. No
independent group is successfully actually running the TIMER model. Specialized
software (the M compiler) is needed to change the model, though hardware is
typically not a constraint because the model is not computationally demanding. With
regard to the broader policy and stakeholder community, there has been minimal
inspection or use of the model, which is more or less typical for energy models. The
presence of value judgements in the model is communicated to policy audiences,
though such audiences are typically only partially aware of the implications of the
different value choices for model results.

Overall assessment
The modeller's overall assessment for the problem of projecting energy consumption
and greenhouse gas emissions is that model results can be used with “caution” (on a
scale from “extreme caution”  to “caution” to “confidence” to “high confidence”). His
broad reasoning is that the different energy models can be useful if used in
conjunction, but that they do not include all pertinent factors. For example, he noted
that there are more reasons for energy scenarios to diverge based on factors not
included in the models than based on factors that are captured in the models.

Pitfalls

                                                  
1 The model is recently documented, and published after this project was completed (De Vries et al.
2001). The documentation contains the most important equations and a list of all input variables.
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The following list of potential “pitfalls” were generated in response to the TIMER
checklist run. The list of pitfalls is generated via a preset algorithm on the basis of
checks of the responses coded for each of the questions. The algorithm checks for
inconsistencies among responses and for responses that indicate potentially poor or
inappropriate practice. The results generated from this step were then checked in
consultation with the modeller. Some consultation on results is useful because it is
difficult to generalize pitfalls. That is because there are not always single “best”
answers to the questions. What constitutes good practice in one domain may be in
conflict with the requirements of good practice in another, and the resolution of such
conflicts will often depend on the context. Thus, the list of pitfalls should be viewed
as a guide only:

- Uncertainty in input values is only partially represented by the sensitivity runs
carried out to date of this research. Thus, the list of key parameters selected for
this problem is not necessarily complete.

- Since uncertainties have not been propagated through the model from inputs to
outputs, one can not rigorously state what the final error bars are. It is important to
be cautious of this fact in interpreting model results.

- Since alternative model structures have not been tested and have only indirectly
been addressed through model intercomparison, the effects of structural
uncertainty are partly unknown. More effort may need to be devoted to exploring
effects of alternative model structures.

- Model results are sensitive to uncertainty in model structure formulation. This fact
should be noted when presenting results.

- The key results are potentially very sensitive to uncertainty in parameter values.
The non-robust nature of the energy system represented by the model should be
signalled to users.

- There is a broad spread of possible output values in key model results. Some of
the uncertainty may be irreducible, and high spread does not necessarily imply
low quality. Nonetheless, the results should be checked against users needs to
determine if the spread is narrow enough to be useful.

- There is a lack of systematic processes for managing development of the model.

- It is difficult for outside groups to run the model because of specialized
requirements of software and familiarity with a large, complex body of code. This
means that the model and its results are effectively not very reproducible by
outsiders, increasing the likelihood of error and decreasing general acceptance of
the results.

- Results may be expressed too precisely given the uncertainties. That is, results are
pseudo-precise. The uncertainty should be adequately reflected in the precision of
results presented, meaning fewer significant digits in this case.
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- The model could benefit from more involvement of stakeholders in using or
inspecting the model. The reasons for relatively low stakeholder involvement
should be ascertained if not already known.

- Users of model results in policy are at best partially aware of the implications of
different value choices in the model. Better communication seems warranted in
this regard.

3.4 Conclusion

A checklist has been developed and tested as reported in this chapter. The iterative
process of developing and testing has resulted in a checklist that can be helpful in
providing a quick scan of major areas of concern and associated pitfalls in the
modelling process and among the complex mass of qualitative and quantitative
uncertainties.

The list of potential pitfalls generated for the TIMER run through the checklist are
intended to apply to use of TIMER results on energy scenarios and greenhouse gas
emissions. It is clear from use of the checklist that results on this issue are contingent
on a number of assumptions that are highly value-laden. When these assumptions are
held fixed, the model is deemed capable of producing moderately robust results of
relevance to climate policy over the longer term. However, it is critical that the effects
of value choices be communicated as clearly as possible in assessing model results.
Checklist responses also indicate that a number of details critical to policy choices or
outcomes on this issue are not captured in the model, and model results should
therefore be supplemented with alternative analyses.

While these comments are made in reference to testing of the checklist on TIMER,
they are expected to apply to other energy models as well. That is because other
energy models must make the same assumptions and compromises as TIMER in
approaching this problem. They may make different choices in how best to do this,
but that does not weaken the force of many of the most critical assumptions or reduce
the inherent value-loading of the analysis.
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4.1 Introduction

Future energy-related greenhouse gas emissions (GHG) are the product of complex dynamic
processes, determined by driving forces such as demographic development, socio-economic
development and technological change. The future evolution of these factors is highly uncertain
and various development patterns could represent very different futures. Models of the energy
system and model-based scenarios can be used to explore the future development of the energy
system under different assumptions and the subsequent development of GHG emissions1. In the
previous chapter we indicated, however, that these models themselves are strongly influenced by
uncertainties in model relationships, model assumptions and model parameters, since the relevant
dynamics are only partly understood. Modelling the energy system is therefore not an
unambiguous exercise; different modelling approaches are possible depending on preferences
and type of question to be answered by the model.

For the development of the new, 2000 emission scenarios, IPCC deliberately invited six energy
modelling groups to design multiple scenarios as means to explore the uncertainties from
differences in model structure between modelling groups, and also to explore uncertainties posed
by value-ladeness in the multiple perspectives possible on the unknown future. Each of the
modelling groups was asked to develop scenarios within the four narrative storylines (see box
4.1). Each storyline is expected to represent consistent developments with regard to
demographic, social, economic, technological, and environmental developments. The scenarios
within one storyline represent specific quantitative interpretations of the storylines by each of the
modelling groups. (Nakicenovic et al. 2000) A selection of the resulting scenarios is represented
in Figure 4.1.

The course and range in trajectories in Figure 4.1 reflects some of the uncertainty resulting from
both differences in the models and the multiple perspectives on the future. A first glance may
suggest perspective on long-term future to be more influential than uncertainty in model
structure. However, their separate influence is not that easily to deduce if one doesn’t look deeper
in the models and data underlying the scenarios.

                                                
1 Such emission scenarios are on their turn helpful in the analysis of climate change and assessment of its impacts.
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The aim of this chapter is to discuss the influences that the model structure of TIMER may have
on its results by comparing and analysing the TIMER scenarios and the scenarios from other
modelling groups in Nakicenovic et al. (2000).

Section 4.2 gives a short description of the process undertaken in the SRES exercise. Next,
section 4.3 describes shortly the models of each of the six groups participating in the IPCC
exercise reported in Nakicenovic et al. (2000). Section 4.4 indicates how the main data series
underlying the 40 scenarios are compared and analysed. The results of this comparison are given
in Section 4.5. Section 4.6 discusses the results, in particular in relation to the TIMER model.
Overall conclusions are drawn in Section 4.7.

Box 4.1: Description of the four SRES narrative storylines (taken from Nakicenovic et al. 2000).
Each of the below storyline assumes a distinctly different direction for the future developments, such that the four
storylines differ in increasingly irreversible ways. Together they describe divergent futures that encompass a
significant portion of the underlying uncertainties in the main driving forces. They cover a wide range of key
“future” characteristics, such as demographic change, economic development, and technological change. For this
reason, their plausibility or feasibility should not be considered solely on the basis of an extrapolation of current
economic, technological, and social trends.
A1: The A1 storyline and scenario family describes a future world of very rapid economic growth, global

population that peaks in mid-century and declines thereafter, and the rapid economic of new and more
efficient technologies. Major themes, which can be summarised under the header “globalisation”, are
convergence among regions, capacity building, and increased cultural and social interactions, with a
substantial reduction in regional differences in per capita income. The A1 scenario family develops into three
groups that describe alternative directions of technological change in the energy system. The three A1 groups
are distinguished by their technological emphasis: fossil intensive (A1FI), non-fossil energy sources (A1T),
or a balance across all sources (A1B). Balanced in A1B is defined as not relying too heavily on one
particular energy source, on the assumption that similar improvement rates apply to all energy supply and
end use technologies.

A2: The A2 storyline and scenario family describes a very heterogeneous world. The underlying theme is
regional self-reliance and preservation of local identities. Fertility patterns across regions converge very
slowly, which results in continuously increasing global population. Economic development is primarily
regionally oriented and per capita economic growth and technological change are more fragmented and
slower than in other storylines.

B1: The B1 storyline and scenario family describes a convergent world. The global population that peaks in mid-
century and declines thereafter is the same as in the A1 storyline. However, this world differs on a number of
issues like rapid changes in economic structures towards a service and information economy, with reductions
in material intensity, and the introduction of clean and resource-efficient technologies. The emphasis is on
global solutions to economic, social and environmental sustainability, including improved equity, but without
additional climate initiatives.

B2: The B2 storyline and scenario family describes a world in which the emphasis is on local solutions to
economic, social and environmental sustainability. It is a world with continuously increasing global
population at a rate lower than A2. Intermediate levels of economic development, and less rapid and more
diverse technological change than in the B1 and A1 storylines. While the scenario is also oriented towards
environmental protection and social equity, it focuses on local and regional levels.
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+

Figure 4.1: Primary energy demand of the for 4 of the SRES scenarios from 6 different modelling groups (Nakicenovic et al. 2000).
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4.2 The produce used to develop the SRES scenarios

The development of the SRES scenarios was based on an extensive assessment of driving forces
and emissions in the scenario literature. This assessment identified several crucial uncertainties
determining the evolution of greenhouse gas emissions, among which 1) the question whether the
world will experience continued globalisation or will return to more regional or local emphasis
and 2) whether there will be strong emphasis on social and environmental values or on material
growth. Taken these two factors together, this allowed the development of four different narrative
storylines to describe consistently the relationships between emission driving forces and add
context to scenario quantification (see Box 4.1). None of these scenarios include additional
climate initiatives.

In a next step, each of the participating modelling groups were asked to quantify these storylines,
using similar assumptions about driving force. These six models are representative of the
approaches to energy and emission scenario modelling and the different integrated assessment
frameworks used in the scenario literature. They include both macro-economic (so-called top-
down) and system engineering (so-called bottom-up) models. After initial quantification, the
modelling groups reconciled and discussed their results. Within each of the four scenario groups,
one marker scenario was chosen, based on which of the initial quantifications best reflected the
storylines, and on the features of specific models. These marker scenarios were considered by the
SRES scenario team as illustrative of a particular storyline. In a next step, the team formulated a
set of harmonisation criteria for the development of population, GDP and final energy demand at
a macro-region level (4 global regions). Scenarios within the range drawn up by the
harmonisation criteria (with reference to the marker) were indicated as ‘fully harmonised’ while
other were adopted as alternative interpretations of the four scenario storylines. In a second round
of modelling – that replaced the earlier model runs -  almost all modelling teams have adopted the
population and GDP developments of the marker, and most (2/3) the final energy assumptions
within the harmonisation criteria (±25% for final energy).  This means that the final scenarios are
not independent of each other in terms of their main assumptions, as three parameters
determining energy demand have been harmonised and others have been based on the storylines.
For the primary energy supply mix on the other hand, there were no harmonisation criteria. To
some extent the modelling groups might have slightly adapted their results based on the results of
the marker.

In the present comparison in this chapter, we will look differences between the different models
that are systematically present in each of the four storylines. We assume that such systematic
differences do give some idea of the differences between the different models.

4.3 The six energy models

In the SRES exercise six modelling groups participated in the open process. Table 4.1 outlines the
models on a number of characteristics, and each model is closer described below.
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Table 4.1: Overview of the six models for a number of characteristics relevant for model structure and model performance. The table is based on the information
available from Nakicenovic et al. (2000) and supplemented with information from other sources, like the references under each model or personal
communications from the modelling groups.

Model acronym AIM ASF IMAGE (TIMER) MARIA MESSAGE MiniCAM

Full name Asian Pacific
Integrated Model

Atmospheric
Stabilisation
Framework

Integrated Model to
Assess the Green-
house Effect

Multi-regional
Approach for
Resource and Industry
Allocation

Model for Energy
Supply Strategy
Alternatives and their
General
Environmental impact

Mini Climate
Assessment Model

References
additional to
Nakicenovic

Kainuma et al. 1998
/ 2001, http://www-
cger.
Nies.go.jp/ipcc/aim/

Lasthof and Tirpak
1990, Pepper et al.
1998, Sankovski et al.
2000

Alcamo et al. 1998,
De Vries et al.
1994/1999/2000/in
preparation,
http://www.rivm.nl

Mori and Takahashi
1999, Mori 2000,
Http://shun-sea.ia.
noda.sut.ac.jp/indexj.h
tmel

Nakicenovic et al.
1998, Messner and
Strubegger 1995,
Riahi and Roehrl
2000

Edmonds et al.
1994/1996a,b

So
ur

ce
 in

fo
rm

at
io

n

Sub-models of
interest here

GHG Emissions model Energy and GHG
emissions model

TIMER Energy model Energy demand and
supply submodels
(based on DICE and
GLOBAL-2100)

SG, MESSAGE,
MACRO,

ERB-emission model

Type of model Simulation model /
Dynamic

Iterative search
technique
(optimisation)

Simulation model /
dynamic, non-linear

Optimisation model /
dynamic non-linear

Simulation model
(SG), optimisation
model (MESSAGE &
MACRO) / dynamic,
linear

Optimisation

Modelling
approach

Both top-down (TD)
& bottom-up (BU)
sub-models

Top-down Integration of top-
down / bottom-up

Top-down Both top-down (TD) /
bottom-up (BU) sub-
models

Top-down

Based on which
earlier models

ERB-model in
combination with
bottom-up database

Based on Edmonds
and Reilly (1985)

TIME world energy
model

Based on DICE
(Nordhaus, 1992) and
GLOBAL-2100
(Manne and Richels,
1992)

MACRO is based on
Global 2100 (Manne
and Richels, 1992).

ERB-model

O
ve

ra
ll 

st
ru

ct
ur

e

Subsub-models - Land equilibrium
model (TD)

- Energy-economic
model (overall
demand and supply)
based on ERB (TD)

- End use model (BU)
(consumption of
energy & land, and
waste & industrial
production / 200
technologies
distinguished)

- ASF energy
module

- Energy demand
model

- Electric power
generation model

- Solid fuel supply
- Liquid fuel supply
- Gaseous fuel supply

- Energy demand
- Energy supply
- Electricity

generation

- SG (economic
development + final
energy demand)

- MESSAGE (cost-
minimal supply
structures,
technologies, useful
energy demand)

- MACRO
(relationship
between macro-
economic developm.
and energy use)

ERB-model
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Model acronym AIM ASF IMAGE (TIMER) MARIA MESSAGE MiniCAM

Spatial resolution
(number of
regions)

9 in TD model  & 17
in BU model

9 17
(13 in SRES-version)

9 according p338?
8 according p343?

10  in BU model & 2
in TD model

11

Temporal
resolution

< 2030: 5 year steps
>2030: 2050, 2075,
2100

1 year steps 15 year steps ?

End-use sectors Residential, industry,
commercial,
transportation, energy
conversion

(sectors further broken
down into ca. 200
energy services);
unclear whether sector
resolution available
beyond Asia Pacific

Residential, industry,
commercial,
transportation (and
electricity)

Residential, industry,
transportation,
services, other

Industry,
transportation, public
and other sectors

Industrial specific /
non-specific,
residential /
commercial specific /
non-specific,
transportation, non-
commercial

Residential /
commercial, industry,
transportation

R
es

ol
ut

io
n 

in
 s

ub
-s

ub
-m

od
el

s 
of

 in
te

re
st

Fuel types /
energy forms

Oil, coal, gas, solar
(and electricity)

Liquid/solid/gaseous
fuels and electricity
(several fossil fuels &
nuclear, hydro and
solar energy)

Coal, oil, natural gas,
traditional biomass,
modern biomass,
nuclear, solar/wind,
hydro

Coal, natural gas, oil,
biomass, nuclear and
renewable (hydro-
power, solar, wind and
geothermal)

Coal, oil, gas, nuclear,
hydro, solar and
biomass

Population Harmonised,
exogenous

Harmonised,
exogenous

Harmonised,
exogenous input from
POPHER model

Harmonised,
exogenous

Harmonised,
exogenous

Harmonised,
exogenous

Gross Domestic
Product

Harmonised,
exogenous

Harmonised,
exogenous

Harmonised,
exogenous,  from
World-scan model

Harmonised Harmonised,
exogenous,
assumptions

Harmonised

Final energy
intensity

Harmonised within
criteria

Harmonised within
criteria

Harmonised within
criteria

Harmonised within
criteria

Harmonised within
criteria

Harmonised within
criteria

Cost coefficients
energy
conversion
technologies

Exogenous from
GLOBAL 2100 model

Various sources CO2DB database
including over 1600
technologies for initial
costs, IIASA-WEC
study for improvement
rates

Resource base Based on assumed
exploitation costs

Rogner 1997,
Nakicenovic et al.
1998 (fossils),
assumptions for other
resources

Rogner 1997 (fossils);
World Energy
Assessment
(renewables)

Rogner 1997 (fossils),
Fuiji 1993 (renew-
ables), Dusses et al.
1992 (bio-mass),
OECD/NEA 1995
(uranium)

Rogner 1997 (fossils)

In
pu

t 
da

ta
 f

or
 s

ub
-s

ub
-m

od
el

s 
of

 in
te

re
st

Emissions IPCC 1994, EPA 1990 EDGAR database EDGAR database EDGAR database
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The Asian Pacific Integrated Model (AIM) is a large-scale computer simulation model for
scenario analyses of greenhouse gas (GHG) emissions and the impacts of global warming. It
has been developed by the National Institute of Environmental studies in Japan to examine
global warming responses in the Asian – Pacific region, but it is linked now to a world model
in order to make global estimates. AIM comprises three main sub-models: the GHG emission
model, the global climate change model and the climate change impact model. The GHG
emissions model is the one of interest here. The GHG emissions module on its turn consists of
three sub-models. The end-use model is a bottom-up model that is used to reproduce detailed
processes of energy and land use, industrial production, waste management and technology
development. The energy-economic model is a top-down model based on the revised
Edmonds-Reilly-Barns (ERB) model that calculates overall final energy from (scenario) data
for population and gross domestic product and energy intensities, and estimates interactions
between energy sectors and economic sectors. Finally, the land equilibrium model reproduces
interactions between land-use changes and economic sectors. More information about the
AIM model can be found in Morita et al. (1994) or at the AIM internet-site (www-
cger.nies.go.jp/ipcc/aim/).

The Atmospheric Stabilisation Framework Model (ASF) has been used earlier to elaborate the
IPCC 1992 emission scenarios. The model is from ICF Consulting in the USA. The model
includes submodels for energy, agricultural and deforestation GHG emissions, and an
atmospheric model to calculate emissions and consequent radiative forcing and temperature
effects. The energy sub-model balances the supply and demand for energy ultimately by
adjusting energy prices that differ by region to reflect regional market conditions, as well as by
type of energy to reflect supply constraints, conversion costs, and the value of the energy to
end users. An iterative search technique is used to estimate this supply-demand balance.
Information about the model can be found in Lashof and Tirpak (1990), Pepper et al.
(1992/1998), and Sankovski et al. (2000).

The Integrated Model to Assess the Global Environment  (IMAGE) models the full causal
chain from the initial drivers of climate change to its ultimate effects on man and
environment. The National Institute for Public Health and the Environment (RIVM) in the
Netherlands developed the model. It is a comprehensive deterministic model of the Earth
system consists of three systems of fully linked sub-models: Energy/Industry System (EIS),
Terrestrial Environment System (TES) and Atmosphere Ocean system (AOS). The energy
model TIMER forms the main part of the EIS system. TIMER is a system-dynamics model,
combining bottom-up engineering information and specific rules and mechanisms about
investment behaviour and technology to arrive at a rather detailed picture of how energy
intensity, fuel costs and competing non-fossil supply technologies develop over time.
Additional information can be found in Chapter 1 and 2 or in Alcamo et al. (1998) and de
Vries et al. (1994/1999/2000/in preparation).

The Multiregional Approach for Resource and Industry Allocation (MARIA) from the Science
University of Tokyo in Japan is a compact macro-economic integrated assessment model to
assess the interrelationships among economy, energy, resources, land use and global climate
change. The origin of the model is the DICE model. Other GHG gasses are exogenously dealt
with. MARIA addresses technology and policy options to address global warming by
optimising international trading between eight regions. Economic activity is modelled similar
to neo-classical economic growth in GLOBAL-2100 based on CES (constant elasticity of
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substitution) production functions. Mori and Takahashi (1999) and Mori (2000) give more
details.

MESSAGE is the acronym of Model for Energy Supply Strategy Alternatives and their
General Environmental Impact. MESSAGE is one of the several models and associated
databases that constitute the integrated modelling framework of the International Institute of
Applied System Analysis (IIASA) in Austria. Altogether this framework models the causal
chain from the initial drivers of climate change to its effects on climate change. MESSAGE
together with MACRO and the Scenario Generator (SG), both also part of the framework, are
the principal models to draw the energy scenario projections. The SG is a simulation model
calculating economic development and final energy for eleven world regions and six demand
sectors from population data and empirical derived equations calculating final energy
intensity. MESSAGE is a bottom-up system-engineering optimisation model used for medium
to long-term energy system planning, energy policy and scenario development. It calculates
cost-minimal supply structures under constraints of resource availability, given technologies,
useful energy demand. MACRO is a top-down model estimating relationships between macro-
economic development and energy use. MESSAGE and MACRO are linked and used in
tandem to test scenario consistency. Additional information can be found in Messner and
Strubegger (1995), Roehrl and Riahi (2000), and Riahi and Roehrl (2000).

The Mini Climate Assessment Model (MiniCAM) is a small rapidly running integrated
assessment model estimating GHG emissions, subsequent climate change and the damages
following from that. It is composed of a number of submodels. GHG emissions are estimated
with the partial equilibrium ERB model (Edmonds et al. 1994) and the agriculture, forestry,
and land-use model. .  MiniCAM is from the Pacific Northwest National Laboratory (PNNL)
in the United States of America (Edmonds et al. 1994/1996a,b).

4.4 Methodology used in scenario comparison

Nakicenovic et al. (2000) gives the main data series underlying the scenarios in Figure 4.2.
These data were analysed in order to trace back whether differences between the scenarios are
predominantly due either to differences in model structure or to differences in value-laden
interpretations of the future as summarised within each storyline (Section 4.3). We
supplemented this analysis with the – limited – available documentation and personal
communications about each model to further identify differences in model structure between
TIMER and the other model groups.

Several different methods have been used to compare the scenarios:
1. Scenarios were plotted for individual parameter per scenario to systematically compare the

scenarios both in their form and level. The intention was to find systematic differences
between models.

2. We calculated the correlation coefficient of all scenarios with the marker scenario within
each storyline. The correlation coefficient provides a measure to what extent the relation
between two data series resembles a straight line.

3. We calculated the average level of all the parameters in the different scenarios – which
give some idea of absolute differences.
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The results of these three methods were used together to provide the descriptions given in the
next sections.

4.5 Results

Table 4.2 summarises the results of the quantitative comparison. An underlying report
(Nuyten, 2001) will provide the underlying graphs grouped respectively per storyline and
model, for a number of model outcomes. All results refer to world totals.

Primary energy use
A first thing catching the eyes is the similarity among scenarios from the different models and
within each storyline with regard to primary energy and primary energy divided by gross
domestic product. Obviously, the harmonisation criteria used for final energy (maximum 25%
divergence from the marker scenario for harmonised scenarios) and the guidance provided by
the storyline plays a major role in this. The differences in primary energy use can expected to
be slightly larger than for final energy, as differences in the energy mix (in particular for
electricity) can result in lower or higher primary energy consumption. The differences
between the 6 modelling groups for A2 and B2 are small: they follow a similar trajectory and
are always more-or-less within 10% range from each other. For the A1B and B1 scenarios, the
different modelling groups show much more divergence, in particular after 2050. The reason
for this is unclear. It could be possible that the strongly decreasing population after 2050 in
both A1B and B1 results in different responses in the models. It could also be possible that the
possible complexity of the A2 and B2 storylines have scared the different modelling groups
away from independently quantifying the storyline, using the marker scenario as a starting
point instead.

Comparing the different models, one can see that AIM and MESSAGE generally result in the
higher primary energy paths; TIMER and MARIA in the lower primary energy consumption
paths. For MARIA a possible explanation could be the high use of nuclear power – which is
generally accounted for at 100% efficiency in primary energy use (in contrast with thermal
power which only shows efficiencies up to 50-60%). For TIMER the assumed saturation
levels might play a role. The high primary energy consumption levels for the AIM model are
remarkable in view of the large amount of bottom-up information used at the demand side of
this model.

Coal
The coal scenarios look at a first glance rather similar between modelling groups, but
correlation coefficients within each storyline are low. In A1b, B1 and B2 coal consumption
for almost all models only shows a modest increase during the coming century – and in the
second half of the century in most cases a decline. In A2, all models show a strong increase in
coal use. Figure 4.2 shows that if comparing Rogner’s estimates of ultimately available
resources with the cumulative resource use 1990-2100 in each of the SRES scenarios that
most scenarios stays within the currently known, recoverable occurrences. Only all ASF
scenarios, and most A2 scenarios go into the category of additional recoverable occurrences as
described by Rogner.
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Table 4.2: Overview of average values for the 1990-2100 period (second value indicates index compared to
the average value of all models)

A1B A2 B1 B2
AIM 1268 1.04 1057 1.07 739 1.10 842 1.05

ASF 1231 1.01 929 0.94 801 1.19 776 0.96

IMAGE 1118 0.92 969 0.98 609 0.91 791 0.98

MARIA 1043 0.86 - - 641 0.95 771 0.96

MESSAGE 1384 1.14 1009 1.02 690 1.03 832 1.03

PRIMARY ENERGY (EJ)

MiniCAM 1264 1.04 966 0.98 559 0.83 818 1.02

AIM 12.7 0.90 17.1 1.07 9.2 1.04 12.0 1.02

ASF 17.5 1.24 16.2 1.01 11.3 1.29 13.6 1.16
IMAGE 15.1 1.07 15.8 0.99 8.9 1.01 11.5 0.98

MARIA 11.0 0.78 - - 7.9 0.89 11.3 0.96

MESSAGE 13.4 0.95 15.5 0.97 7.6 0.86 10.4 0.89

CO2 emissions (GtC)

MiniCAM 14.8 1.05 15.1 0.95 8.0 0.91 11.6 0.99

AIM 139 0.68 438 1.18 138 1.26 213 1.12

ASF 461 2.25 369 1.00 238 2.17 302 1.59
IMAGE 185 0.90 272 0.73 104 0.94 151 0.80

MARIA 83 0.40 - - 28 0.25 181 0.95

MESSAGE 174 0.85 334 0.90 58 0.53 130 0.69

Coal (EJ)

MiniCAM 186 0.91 437 1.18 92 0.84 161 0.85

AIM 183 0.88 140 0.90 139 0.92 153 0.90

ASF 150 0.72 151 0.97 151 1.00 151 0.89

IMAGE 260 1.24 231 1.48 167 1.11 182 1.07

MARIA 210 1.01 - - 160 1.06 161 0.94

MESSAGE 220 1.05 161 1.03 145 0.96 165 0.97

Oil (EJ)

MiniCAM 229 1.10 99 0.63 145 0.96 210 1.23

AIM 376 1.19 243 1.09 207 1.08 232 1.04

ASF 233 0.74 220 0.98 210 1.09 197 0.88

IMAGE 353 1.12 290 1.29 198 1.03 273 1.22

MARIA 262 0.83 - - 189 0.98 174 0.78

MESSAGE 295 0.93 203 0.91 210 1.10 252 1.12

Gas (EJ)

MiniCAM 378 1.20 162 0.73 137 0.72 216 0.96

AIM 71 0.50 62 0.84 22 0.63 43 0.75

ASF 142 1.00 80 1.08 9 0.26 16 0.28

IMAGE 141 0.99 82 1.11 28 0.78 46 0.81

MARIA 275 1.94 - - 86 2.43 105 1.83
MESSAGE 120 0.85 53 0.72 29 0.82 54 0.95

Nuclear power (EJ)

MiniCAM 101 0.71 92 1.25 38 1.08 79 1.38
AIM 296 1.53 48 0.71 127 1.34 86 1.07

ASF 139 0.72 41 0.60 105 1.11 45 0.57

IMAGE 57 0.30 27 0.40 47 0.50 92 1.15

MARIA 40 0.21 - - 35 0.36 34 0.42

MESSAGE 359 1.85 109 1.61 128 1.35 99 1.23

Other renewables (EJ)

MiniCAM 271 1.40 114 1.68 129 1.35 126 1.56

Note: For primary energy use and carbon dioxide emissions values have been put in bold and underlined if they
are 10% higher, respectively lower than the average value. For all other variables a threshold of 20% has
been used.
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Table 4.3: Overview of correlation values for the 1990-2100 period (compared to
marker)

AIM ASF IMAGE 2.2 MARIA MESSAGE MINICAM

Primary energy

A1 1.00 0.93 0.96 0.99 1.00 1.00

A2 1.00 1.00 0.99 - 1.00 0.99

B1 0.93 0.99 1.00 0.68 0.98 0.88

B2 1.00 0.97 0.97 0.99 1.00 1.00
Fossil fuel CO2

A1 0.97 0.80 0.98 0.13 0.59 0.77

A2 1.00 1.00 0.99 - 0.99 0.95

B1 0.99 0.99 1.00 0.69 0.97 1.00

B2 0.70 0.94 0.72 0.42 1.00 0.92

Coal

A1 1.00 0.19 0.51 -0.74 0.50 0.64

A2 0.99 1.00 0.98 1.00 0.99

B1 0.84 0.40 1.00 0.14 0.54 0.87

B2 0.34 0.81 0.37 0.65 1.00 0.10

Oil

A1 1.00 0.84 0.84 0.28 0.31 -0.70

A2 0.96 1.00 -0.49 0.98 0.64

B1 0.79 0.86 1.00 0.43 0.98 -0.83

B2 0.97 0.91 0.93 0.46 1.00 -0.80

Natural Gas

A1 1.00 0.47 0.99 0.92 0.97 0.83

A2 0.97 1.00 0.91 - 0.99 0.91

B1 0.98 0.98 1.00 0.94 1.00 0.91

B2 0.98 0.97 0.99 0.48 1.00 0.97

Biomass

A1 1.00 0.99 0.99 0.94 0.99 0.97

A2 0.98 1.00 0.99 - 0.99 0.99

B1 1.00 1.00 1.00 0.99 0.96 0.86

B2 0.98 0.97 0.94 0.96 1.00 0.88

Nuclear power

A1 1.00 0.78 0.65 0.64 0.60 0.48

A2 1.00 1.00 0.99 - 0.99 0.99

B1 0.67 -0.01 1.00 0.96 0.90 0.45

B2 0.98 0.96 0.99 0.97 1.00 0.99

Other renewables

A1 1.00 0.97 0.96 0.79 1.00 1.00

A2 0.96 1.00 0.99 1.00 0.95

B1 0.98 0.99 1.00 0.91 0.95 0.98

B2 0.94 0.98 0.99 0.89 1.00 0.99



54

0

25

50

75

100

R
es

o
u

rc
es

 (
Z

J)

Reserves

Additional 
Recoverable

Addional
identified

Other I

0

25

50

75

100

AIM
ASF

IM
AGE

M
ARIA

M
ESSAGE

M
in

iC
AM

A1B

A2

B1

B2

Rogner, 1997 Cumulative Use 1990-2100

Figure 4.2: Comparison of the global cumulative coal use 1990-2100 in the SRES scenarios and Rogner’s
estimates of ultimately available resources. Note that the figure only includes both the hard coal
and brown coal estimates of Rogner (1997). Going up the scale, the resource categories become
more expensive to produce – and their size becomes more uncertain. The figure only shows
Rogner’s resources up to the first category of other occurrences. In total, Rogner’s estimates for
coal include 330 ZJ.

Two models consistently show differences with the other modelling groups. ASF has very
high values for coal use in almost all scenarios compared to other modelling groups, except
within the A2 storyline where it produced the marker scenario. The reason for this is that this
model assumes, much more than any of the other models, that coal can be converted into
liquid or gaseous syn-fuels that will be used for electricity generation and in the end-use
sectors. The MARIA model, on the other hand, shows consistently significantly lower values
than the other models. The main reason for this is probably the high levels of nuclear in the
electricity generation mix of this model, where nuclear is a direct competitor to coal. We
therefore conclude that the influence of storylines seems to be of similar importance to the
influence of the model used on the model outcome for coal.

Oil
Most scenarios for coal (independent of storyline and model) show a common characteristic:
an increase during the beginning of the century and a decrease after that. Nevertheless, the
scenarios from the several modelling groups are very scattered within storylines.

The trajectories from ASF, MiniCAM and Maria are remarkable compared to the other
modelling groups. ASF is the only model that shows oil to become rapidly depleted in the
second half of the century within all storylines (consumption levels reach zero). MiniCAM on
the other hand foresees a rapid and continuing growth within the A1B and B2 scenario, and a
modest but continuing growth in the B1 storyline. The difference from the marker is not
bigger nor smaller for Maria than the other modelling groups, but its trajectory is whimsical
over time. The A2 TIMER scenario is remarkable since it shows an increase of oil relative
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long into the century compared to the other modelling groups. The trajectories per modelling
group are similar for ASF and AIM, and reasonable similar for TIMER, MARIA and
MESSAGE. They also give the same trend of first increasing and later decreasing, though this
trend is for some models more pronounced than others. The MiniCAM trajectories show a
large range between the highest and lowest scenario. The cumulative oil use in most of the
SRES scenarios is equal to total amount of oil included in Rogner’s estimates for total
conventional resources. Cumulative resource use for almost all models in the A1b scenario is
2-3 times larger than the conventional oil occurrences plus the total currently known
unconventional reserves.
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Figure 4.2: Comparison of the global cumulative coal use 1990-2100 in the SRES scenarios and Rogner’s
estimates of ultimately available resources. Note that CO = Conventional oil; NC = shale oil,
bitumen and heavy oil occurrences. Going up the scale, the resource categories become more
expensive to produce – and their size becomes more uncertain. The figure only shows Rogner’s
resources up to the first category of additional shale oil, bitumen and heavy oil occurrences. In
total, Rogner’s estimates for oil include 370 ZJ.

Natural gas
The gas scenarios are, certainly for the first half of the century, rather similar between
modelling groups within each storyline. All models in all scenarios seem to agree on a strong
increase in natural gas use in the first half of the 21st century. Correlation coefficients are
usually high and differences to the marker scenario within storylines are usually small.
Differences become larger in the second half of the century, particularly within the A1B and
A2 storylines.

Remarkable is the A2 scenario from TIMER that continues to show a strong increase of gas in
the second half of the century. The other modelling groups and also the scenarios from
TIMER within the other storylines show a decrease of gas after an increase in the first half of
the century.
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Figure 4.4: Comparison of the global cumulative natural gas use 1990-2100 in the SRES scenarios and
Rogner’s estimates of ultimately available resources.Note: CG = Conventional natural gas; NC =
Coalbed methane, tight formation gas etc. Going up the scale, the resource categories become more
expensive to produce – and their size becomes more uncertain. The figure only shows Rogner’s
resources up to the first part of second category of additional occurrences. In total, Rogner’s
estimates for oil include 785 ZJ.

The models that consistently show diverging results are MARIA, TIMER and AIM. The
MARIA model shows consistently lower natural gas use; the TIMER and AIM model are
consistently on the higher end of the range. The total consumption of natural gas in the lowest
scenarios are comparable in size to all categories of Rogner (1997) up to the category
‘conventional natural gas reserves, speculative’. The highest results for cumulative
consumption (TIMER, MiniCam and AIM) are equal to all categories including the first
category of non-conventional categories – first type of additional occurrences. The similarities
in form and values between the scenarios for each storyline seem smaller between the
different modelling groups than between the different storyline. The influence of the storylines
on model outcome is apparently more important than the influence of possible differences
between the models.

Nuclear power
The nuclear scenarios are in their form and level rather similar for the several modelling
groups within the different storylines. Almost all scenarios show a modest increase in nuclear
power use – in particular after 2020.  The main exception is MARIA that has considerable
higher trajectories within all storylines. The description of the MARIA model shows that this
model pays relatively large attention to the nuclear power system. The AIM and ASF
scenarios sometimes show rather low nuclear power levels in their scenarios, but this is not a
consistent result for all scenarios, however. The influence of storylines seems more important
than model structure for model outcome. This is seen back from the scenarios that diverge
considerable between the storylines per modelling group. The fact that there is a reasonable
amount of consistency between the scenarios and modelling groups might be seen as
remarkable in view of the present value-ladenness of nuclear power.
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Biomass
The biomass scenarios have similar trends within each storyline, expressed by high correlation
coefficients, but also between storylines. All storylines show an increase in biomass over the
next century. However, the optimism over the potential of biomass seems to vary and
differences from the scenarios to the marker within each storyline are relatively large.
MiniCAM systematically belongs to the low end, and MESSAGE usually to the higher end of
the range. Though the trajectories per modelling group show a considerable range, they are
nevertheless rather similar in their forms than are increasing but levelling of with time. The
influence on model outcome from storyline seems about similar to the one from model
structure.

Other renewables
The scenarios for other renewables show in all cases a strong divergence in results into two
clusters of models. All model groups indicate a strong growth in consumption, but this growth
is in general much higher in the AIM, MESSAGE and MiniCam model than in the TIMER,
MARIA and ASF model. The storyline seems, nevertheless, to be just as dominant for the
outcomes as the differences between the models.

Summary
Summarising, the influence on model outcome seems for several fuels more attributable to
storyline than to the different models, while for other fuels both factors seem to play a similar
role. The latter group of fuels includes oil, other renewables, biomass and to some degree coal
and nuclear.

The model comparison showed that several models included in the SRES exercise use similar
sources for their input parameters (Rogner, 1997 for fossil fuels; EDGAR database for
emission factors) or are based on the same original model (the Edmonds and Reilly model or
the Edmonds-Reilly-Barns model in AIM, ASF and Minicam; GLOBAL-2100 in MARIA and
underlying the SG in MESSAGE). The fact that most models share the Rogner estimates for
fossil fuel resources could explain some of the consistency between the cumulative resource
use for the models. The similarities in model structure based on ERB or Global-2100 cannot
clearly be seen in the results of the quantitative comparison.

4.6 Discussion and interpretation of the results with reference to the TIMER model

In the previous section, we tried to find systematic differences between the different models
based on their SRES scenario results. One of the questions here was whether the results are
mostly a function of the storyline chosen or of the particular model at study. In our
comparison we were able to identify some particular characteristics in the behaviour of the
different models, but we also found many similarities between the models. The SRES process,
in which the modelling groups were more-or-less asked to harmonise their scenarios in terms
of energy demand and where they did see the results of the ‘marker’ group, this could be an
important factor in this. In addition, some of the model share a similar background for their
modelling structure and even more use similar inputs (e.g. resource estimates of Rogner).

The model documentation available for most models is limited and rather aggregated. This
means that detailed comparison in terms of modelling structure is often not possible. It could
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be helpful for interpretation of the results if modelling groups were more comprehensive in
documenting their models.

Both the model comparison based on their description and the quantitative comparison of the
SRES results give some indication of divergent elements in TIMER in comparison to the
other models used for SRES:
- The comparison of the model descriptions shows that TIMER takes a medium position in

terms of detail compared to the other SRES models. In terms of temporal and regional
resolution, it is one of the modest detailed models. In terms of the demand side the AIM
model is the most detailed model. On the supply side, both AIM and MESSAGE are more
detailed. Some of the SRES models are more-or-less full equilibrium models including
both an economic and energy submodel. TIMER is a partial equilibrium model, in which
economic development is taken as an exogenous input.

- The demand side of TIMER includes a formulation that tries to deal with the influence of
structural changes and life-style changes on energy demand. This formulation includes
assumptions on final saturation levels, resulting in energy demand growth to slow down at
higher per capita income levels. The TIMER modellers can more-or-less override the
tendency of the model to saturate energy demand by selecting very high saturation levels –
based on the particular storyline of a scenario. Nevertheless, in the quantitative
comparison the TIMER scenarios show relatively low energy demand, certainly in the
second half of the century, clearly reflecting the ‘modest’ demand formulation of the
model.

- For fossil fuels resources, TIMER uses the full Rogner estimates per fossil fuel category,
not distinguishing between conventional and unconventional resources. For both oil and
natural gas, the TIMER scenarios seem to be on the upper-end range of most models. For
coal, the TIMER scenarios are in the middle of the range – certainly not going into the
high coal consumption levels of the ASF model that emphasises synfuel production from
coal. This last production route is not included in the TIMER model.

- For both other renewables and biomass the TIMER scenarios are within the range drawn
up by the full set of models – although at the lower end of the range. This is in particular
the case for the high energy-demand scenarios. An good explanation for this could be the
fact that also for non-fossil fuels, TIMER has assumed depletion tendencies based on
annual production rates.

- The onset of renewable technologies in TIMER is slower than in some of the other
models. In the model formulation, the penetration of renewables is based on their relative
costs. As the costs of renewables is determined learning-by-doing formulation, it takes
some time for renewable technologies to become competitive to fossil fuels. Some of the
other models include exogenously set costs, which could include faster costs reductions.

4.7 Conclusions

• Our quantitative model comparison showed some systematic differences between the 6
SRES modelling groups, some of which could be traced back to model structure or
assumptions. The largest differences between the modelling groups were found for ‘other
renewables’ and ‘nuclear power’. Interesting, very clear differences were also seen for coal
(ASF model), oil (ASF model) and nuclear power (MARIA model).

• There seem to be large similarities between the models as well. This might be caused by the
harmonisation process of the SRES, by using similar databases for input parameters and by
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agreement between the modellers on future trajectories. It is not possible to indicate exactly
whether storyline applied or model used is more important for the result.

• The quantitative comparison shows that TIMER outcomes for SRES are always within the
range drawn up by the other models. Some typical characteristics of TIMER are in
comparison with the other models:

• Energy demand is typically on the lower range;
• The TIMER SRES scenarios are relatively optimistic on oil and natural gas use;
• The TIMER scenarios for modern biofuels and renewables are typically on the lower

end of the total range.
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5.1 Introduction

Quantitative uncertainty analysis evaluates the uncertainty in model outputs caused by
uncertainty in the combination of input variables. A well-accepted way of doing
uncertainty analysis is by means of stochastic modelling. Stochastic modelling varies
the values of selected input variables (usually by a specific randomisation scheme)
over their range of possible input values as represented by their probability
distribution functions. A large number of model runs is usually required to arrive at
the probability distribution in the model outcome. This is at stake in the unfavourable
situation that high accuracy estimates of the probability distribution in model output is
needed and the model output is sensitive to all input variables, involving many lower
order as well as higher order interactions. The number of runs grow in this case
exponentially with the number of input variables involved. (Campolongo & Braddock
1999, Van der Sluijs 1999) Specifying the probability distribution function for each
variable may in addition be rather resource demanding (if possible at all). The
uncertainty analysis should therefore preferably be limited to the smallest set of
relevant input variables. These relevant input variables are often identified by means
of a sensitivity analysis (parameter screening). A sensitivity analysis usually explores
the influence of variations in input variables and model structure parameters on model
results. This facilitates estimation of the relative importance of uncertain input
variables and parameters on model results. See Chapter 2 for a discussion of various
types and aspects of uncertainty and sensitivity.

This chapter reports a sensitivity analysis of the energy model TIMER. Aim of this
sensitivity analysis is to identify those input variables relevant to be taken into
account in an analysis of uncertainty in the primary energy demand as modelled by
TIMER. The logical follow-up of the here reported sensitivity analysis is to carry out
this uncertainty analysis as soon as resources become available.

Section 5.2 elaborates on the input variables employed in the model and their main
sources of uncertainty. The methods and means used in the sensitivity analysis are
elucidated in Section 5.3. Section 5.4 and Section 5.5 present the results that are
subsequently discussed in Section 5.6. Section 5.7 draws the main conclusions and
gives an outlook to the uncertainty analysis for which the results of this sensitivity
analysis form the input.



63

5.2 Input variables and uncertainty

The actual calculation flows in the TIMER-model are shown in Figure 5.1. First the
demand by the two end-use categories electricity and other (all other forms) is
calculated. This energy demand for energy forms other than electricity is the basis for
quantifying the use of primary fuels of this flow. In the next step the use of fuels for
electricity generation is calculated. This results in both flows now being converted
into the use of primary fuels. The use of primary fuels is combined with emission
coefficients to calculate emissions. Emissions can be referred to as a so-called
“system state variable”. Several system state variables are calculated along the lines
indicated in Figure 5.1. They can then be input to other parts of the model or selected
as desired output.

To convert system state variables along the lines indicated in Figure 5.1, all kinds of
manipulations are performed which represent the transformation processes assumed to
take place in the real world. The variables that govern these processes are called
structural parameters. Some of these are time-dependent to reflect changes in the
underlying dynamics. The system has also to be initialised, which requires
initialisation values for the system state variables and some of the structural
parameters. Finally, at the system boundary there has to be a set of input variables – in
the case of TIMER the population and economic activity time-series and that are also
referred to as driving forces.

The TIMER model contains a large number of “input” variables that can be classified
as above into:

• Driving forces
• Structural parameters
• Initialisation
• System state variables

The first three classes are “true” input variables that for each run are loaded as
external data entries by the TIMER model. TIMER (version 0.9) contains 300 of such
variables that serve as input to the model (ca. 50 specific to each of the 5 sub-models
and some 50 which are input to all sub-models; see Appendix 5-1). Many of these
variables represent time series and contain values for each of the 17 world regions,
and/or are resolved in 5 economic sectors, 5 types of energy carriers and 2 forms of
energy. This basically means that those 300 input variables represent over 160,000
data entries. All these variables are affected by uncertainty and should therefore be
taken into account in the sensitivity analysis.

System state variables are no “true” input variables, but are calculated in the model
and can then be input to other parts of the model or selected as desired output. As can
be seen from Figure 5.1, the model manipulates a series of vectors of between 2 and 7
elements for each region in any year. The total number of time-dependent system state
variables amounts to 493 omitting the intermediate parameters and variables. In the
present analysis only a few of these variables, notably primary energy and carbon
emission, are considered and referred to as system state variables.
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Categories:
1. Solid Fuel [products] SF
2. Heavy Liquid Fuel HLF
3. Light Liquid Fuel LLF
4. Gaseous Fuel GF
5. [Secondary] heat H
6. Electricity E
7. Non-energy feedstock F

Useful Energy UE
(= energy services
= end-use energy)

Secondary Energy SE
(= final demand)

Categories:
1. Coal (UC/SC)
2. Crude Oil (HLF/LLF/F)
3. Natural Gas
4. Modern Biomass
5. Traditional Biomass
6. Non-fossil
    (nuclear, solar…)
7. Hydropower

Primary Energy 
for Electricity PEE

Primary Energy PE

Categories:
1. Electricity
2. Other (heat…)

Emissions

Categories:
1. Carbon dioxide CO2
2. Methane CH4
3. Nitrous oxide N2O
4. Carbon monoxide CO
5. Nitrogen oxide NOx
6. Sulphur dioxide SO2
7. VOCs

Figure 5.1: The actual data and calculation flows in the TIMER model.

Driving forces (like population and economic activity)
The specific values of the driving forces are determined by developments as in
demography, economy and technology. Those developments are in principle
knowable for the past and uncertainty in input values for this past is therefore
predominantly caused by inexactness1. The developments in the unknown future are
for each next year likely to be related to its previous years (temporal correlation). The
range in possible values for a given driving force is therefore relatively small for the
near future with its still known past (period 1971-1995), but this range becomes larger
with the progress of years in which the relation with the known past becomes
increasingly weaker. Different courses of future developments are possible depending
on the view chosen on the way our societies will start to act. The chosen view highly
depends on value-laden convictions and interpretations, and one view is therefore as
plausible as another (within certain limits). Uncertainty in scenario values for this
long-term future is thus predominantly caused by value-laden assumptions and can be
in orders of magnitude2.

Structural parameters (energy system processes like for structural change)
The transformation processes in the TIMER model are parameterised by sets of time-
dependent and time-independent structural parameters. There are two levels of
uncertainty in structural parameters, one regarding the dynamic representation of a
given process and one about the parameters in the representation (see also Chapter 2).
Structural parameters are to some extent also scenario-dependent since the underlying
mechanisms they are to represent are often only partly understood and reflecting

                                                
1 Inexactness refers to the numerical precision in data that can be hampered by limited resolving power
in measuring methods or equipment1 or is caused by “ordinary” spread in repeated measurements, but
can also arise from variability in the “real world”
2 Value-ladeness refers to perspectives and preferences with regard to future developments
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differences in interpretation and valuation of processes supposed to take place in
reality.
The first level of uncertainty thus concerns the dynamic representation of a given
process. One can often notice disciplinary bias and associated value and paradigm
bias in describing such a process. For instance, several processes in the energy system
may be interpreted and explained largely in terms of prices – as economists tend to do
– or in terms of technological dynamics per se – as technologist are inclined to do (see
also Chapter 4). This discussion is, in our terminology, linked with structural
validation of a model (Rotmans and De Vries 1997). An adequate way to deal with
this first level of uncertainty should allow the model to operate more than one
explanatory framework. However, one is then left with the problem of interpreting
empirical evidence to establish their relative role. Here, the second form of
uncertainty enters which is narrowly linked to the question of model calibration.
Structural parameters are strictly spoken no input variables, but they are nevertheless
treated as inputs to TIMER, since they may take on a different value in different
scenarios. In the present analysis we have thus not investigated disciplinary bias and
value and paradigm bias (see Chapter 4 for that). Our focus here is on the
uncertainties associated with the parameters of the model representation as it is.
Hence, the structural parameters of relevance here are calibration factors used to
simulate the relationship between given input variables and certain output variables.
The underlying processes are only partly known and/or considered to be too complex
to be modelled in detail. An example may be found in the formula for structural
change within economic sectors. The rationale behind this formula is that changes in
energy intensity (energy consumption per financial unit) are explained by assumed
universal dynamics in a given economic sector. So does energy intensity of industry
initially increase with growing economic activity due to a shift towards more energy
and material intensive bulk products, but goes later through a maximum and then
decreases again to a fixed per capita level due to a shift towards knowledge-intensive
processed goods. The exact form of the curve here is relatively unknown, but can be
represented by a bell-shaped function that is simulated by four structure parameters
determining the slopes, maximum and fixed asymptote of the curve. The values for
the four parameters are established by curve fitting on cross-regional time series for
the period 1971-1995. Multiple solutions are possible that can have a similar level of
plausibility.
Parameter values are in this example obviously mutually dependent. Inexactness in
curve fitting is definitely a source of uncertainty in parameter values. The uncertainty
from inexactness is expected to be relatively small, however, since the range in likely
values for each variable within a given fit should be relatively small in order to keep
the curve plausible and satisfactory reproducing historical data. Insufficient historical
data for proper curve fitting (inexactness, unreliabilty3) or a limited knowledge about
underlying mechanisms can be additional sources of uncertainty (unreliability,
ignorance4). In particular a limited knowledge about underlying mechanisms is nasty,
since this basically can mean that an anticipated causal relation is based on a spurious
correlation. This could in the worst case mean that calculations of the required output
variable should be modelled in a rather different way. As has been stated before, this
source of uncertainty is not further explored in this analysis.

                                                
3 Unreliability refers to the level of confidence in the state-of-the-art knowledge that is facilitated by
using well-accepted methods or measuring equipment.
4 Ignorance refers to all “we don’t know what we don’t know”.
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Structural parameters can be ranked according to various criteria. One of them is the
‘strength’ of the underlying empirical evidence, which is an integral part of the
NUSAP approach applied in Chapter 6. For instance, an estimate of an emission
coefficient for a particular sector/fuel is less fraught with uncertainties than the
decline in energy conservation investments due to cumulated investments. Another
distinction is that some structural parameters are time-dependent in TIMER because
they are thought to change over time and this change matters. An example is the
conversion efficiency of electric power plants: it is expected to change over time
without giving an explanation in terms of other parameters or variables. In this sense,
it is an exogenous time-dependent structural parameter that for the period 1971-1995
is derived from statistical sources and for the period 1995-2100 is conceived of as a
scenario-dependent variable. On the other hand, the substitution elasticities in
secondary energy markets are set constant by lack of a better hypothesis.

Ordinary and initialisation parameters
Another group of input variables to TIMER consists of “ordinary” inputs like energy
resources (and/or reserves base) or energy content of fuels. The values for this type of
input variables are usually constant in time. Uncertainty is for the larger part caused
by inexactness, but unreliability (and ignorance) can also play a role. A number of
these parameters/variables have to be given initial (1971) values to start up the
simulation with integrals and to ensure consistency with empirical data. The latter is
mostly related to calibration, for instance, ensuring that the historical 1971 energy use
is reproduced. The former concerns mostly the two categories of stock variables:
capital stocks and fuel resources.

In Table 5.1 we give a condensed overview of the various classes of variables and
parameters which play a role in the sensitivity analysis.
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Table 5.1 Overview of classes of variables and parameters considered in the
sensitivity analysis

Class Main examples /
Subclasses

Further subdivision Changed in
scenarios

Constant
over
scenarios

Population XDriving forces

Economic activity Gross Domestic Product
Industrial Value Added
Service Value Added

X
X
X

Market process
dynamic

Fuel premium factors,
Fuel taxes
Market/trade constraints
Fuel substitution elasticities
Time-lags

X
X
X
X
X

Technology process
dynamics

Learning coefficients X

Structural para-
meters

Other exogenous
time-dependent

Sec. Energy conversion efficiency
Thermal power plant efficiency

X
X

Capital stocks Power plants
Fossil fuel production X X

Resource stocks Resource and identified reserve of
coal/oil/gas

X

Ordinary &
initialisation
variables

Technology
characteristics

Capital-output ratio’s X

System state
variables

Secondary energy
carriers
Primary energy
carriers
Emissions

[see Figure 5.2]

[see Figure 5.1]
[see Figure 5.1]

The present sensitivity analysis focuses on uncertainty in primary energy demand (key
output of the TIMER model) from inexactness or value-ladeness in driving forces,
ordinary input variables and structural parameters.

5.3 Methods and means

To analyse uncertainty in a strongly curvi-linear model with as many input variables
as in TIMER, the choice of tools is restricted by the need to keep the exercise feasible
and the results comprehensible. It is therefore desirable to keep the total number of
model runs and additional data gathering, as well as the total amount of output as
small as possible. We therefore followed a strategy of first performing a sensitivity
analysis (reported in this article) to reduce the large number of input variables to a
limited number of relevant ones for a subsequent uncertainty analysis. Such procedure
was earlier proposed by Morris (1991) and Campolongo et al. (1999) and supported
with computer software.

We have performed a sensitivity analysis for all 300 input variables of TIMER (see
previous section). The method used and the followed procedures are elaborated in the
following sections.
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5.3.1 The Morris method for sensitivity analysis

A sensitivity analysis typically explores the influence of variations in input variables
and model parameters on model results. This facilitates in this context an estimation
of the relative importance of uncertain input variables and parameters on model
results (see Chapter 2 for a discussion of the various types and aspects of uncertainty
and sensitivity). This provides qualitative measures that facilitate a ranking of input
variables in order of importance, but these measures do not quantify how important
one input variable is compared to the other ones (as uncertainty analysis does)5.

TIMER is a strongly curvi-linear model and contains input variables liable to
uncertainty of different orders of magnitude. A proper sensitivity analysis asks in this
situation for a global approach6. Such global approach covers the entire range of
possible values for a given input variable (Campolongo et. al. 1999).

The Morris method (Morris, 1991) is a so-called one step-at-a-time method, meaning
that in each run only one input parameter is given a new value. It facilitates a global
sensitivity analysis by making a number r of local changes7 at different points x(1→r)
of the possible range of input values. The method starts by sampling a set of start
values within the defined ranges of possible values for all input variables and
calculating the subsequent model outcome. The second step changes the values for
one variable (all other inputs remaining at their start values) and calculates the
resulting change in model outcome compared to the first run. Next, the values for
another variable are changed (the previous variable is kept at its changed value and all
other ones kept at their start values) and the resulting change in model outcome
compared to the second run is calculated. This goes on until all input variables are
changed. This procedure is repeated r times (where r is usually taken between 5 and
15), each time with a different set of start values,  which leads to a number of r*(k+1)
runs, where k is the number of input variables. Such number is very efficient
compared to more demanding methods for sensitivity analysis (Campolongo et al.
1999).

The Morris method thus results in a number of r changes in model outcome from r
times changing the input value of a given variable. This information is expressed in
so-called elementary effects. These elementary effects are approximations of the
gradient äy/äx of the model output y with respect to a specific value for input variable
x. The resulting set of r elementary effects is used to calculate the average elementary
effect (to lose dependence of the specific point at which each measure was taken) and
the standard deviation. The average elementary effect is indicated by µ, and the
standard deviation by σ. The σ expresses whether the relation between input variable
and model outcome has a linear (σ = 0) or a curvi-linear (σ > 0) character.
(Campolongo et al. 1999) Curvi-linearity will be caused by curvi-linear (main) effects

                                                
5 Uncertainty analysis is able to quantitatively decompose total output variance into the percentage that
each factor contributes.
6 Defined in contrast with local, where the input variables are given a small interval of marginal change
compared to a base value.
7 See footnote 6.
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and interaction effects from the analysed input variable with other ones (Pers. Com.
Janssen 2000).

5.3.2 Range of input values

According to Campolongo et al. (1999), a global sensitivity analysis covers the entire
range of possible values for a given input variable. This would require us to specify
input ranges for 300 variables. These ranges have to be derived from literature or
elicited from experts who both understand the model and the reality to be described.
For reasons of practicality we followed a semi-global approach by limiting sampling
to a range of 0.5 to 1.5 times the defined set of base values8. If there are natural
bounds on parameters, for instance on conversion efficiencies, the range has been
made accordingly smaller.

Also due to time constraints, we have applied the sensitivity analysis to only one of
the various baseline scenarios developed with the IMAGE/TIMER model, namely the
B1 illustrative scenario. This scenario is the marker B1 scenario within the group of
40 scenarios developed for the IPCC Special Report on Emission Scenarios
(Nakicenovic et al. 2000). De Vries et al. (2000, 2001) who developed the TIMER
model, give a specification of the B1 scenario.

5.3.3 Model resolution

Many input variables in TIMER represent time series and contain values for each of
the 17 world regions distinguished in TIMER. The model is additionally resolved in 5
economic sectors, 5 types of energy carriers and 2 forms of energy. This requires the
values related to each point in time and for each region for a given variable to be
treated as belonging to a separate input variable. This would blow up the number of
input variables of TIMER to be varied to a number of 160,099. The alternative used
here is to multiply all values in a given array (resolving a variable in time, regions or
other factors) all at once with the same multiplier. This bears the danger of pulling the
total change in input value over its likely or acceptable range. For instance, an
increase of 1.5 times the baseline values for oil demand in each region may exceed the
available reserve in some regions.

The change of some input variables in TIMER evokes only after some delay a change
in model output. We therefore generated model output for every 10 years starting in
1975 and ending in 2095. The measures µ and σ are calculated for each of these years.

5.3.4 Procedure and data processing

Three sensitivity analyses have been performed covering all 300 input variables of
TIMER. For reasons of practicality the total of 300 variables has been broken down
into subgroups in each analysis.

                                                
8 In the procedure of value setting, the range of the input variables was first re-scaled to the [0 1]
interval in order to remove dependencies on units and base values.
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1. The first analysis calculated the change in world CO2 emission (output variable)
from the change in input variables broken down into groups of variables according
to the sub-models9.

2. The second analysis took the same groups of variables, but calculated the change
in an output variable specific for each sub-model: final energy for the demand
sub-model, CO2 emission for the electricity production sub-model, and primary
energy consumption for the three fossil fuels sub-models (coal, oil, gas).

3. The third analysis calculated again change in world CO2 output from the change in
input variables, but this time broken down according to type of variable10.

The calculations resulted per analysis for each input in a µ and σ (mean respectively
standard deviation of the elementary effect of the input with respect to the output) for
every 10 years from 1975 to 2095.

The range of values for the input variables was re-scaled to the [0 1] interval before
value setting in order to remove dependencies on units and base values. This makes µ
and σ value comparable for all variables within one time step. In order to also make
them comparable between time steps, the µ and σ value for each time step is divided
by the base B1 model outcome. This provides a normalised µ and σ over all years.

The 13 normalised µ’s (one for every 10 year from 1975 to 2095) within one analysis
are used to calculate an average µ and σ. This mean normalised µ for each of the
variables is used to rank these variables in order of importance.

5.4 Results

The sensitivity analysis has been performed three times for all 300 TIMER input
variables according to the specifications in Section 5.3.4. The unlikely variation over
0.5 and 1.5 times the base values of those structure parameters defining structural
change created equally unlikely sensitivity measures µ and σ for the variables in the
group being analysed. Sensitivity measures for these groups of variables have
therefore been omitted from the results (see Section 5.3.2 for discussion). The
remaining sensitivity measures µ and σ for each of the three analyses are given in
Appendix 5-2 to 5-6. Before going in more detail into results for specific sensitive
variables and model components (referring to related sensitive variables), some
observations on a general level are given first.

5.4.1 Comparison of three analyses

The results of the sensitivity analysis with the variables grouped according to sub-
model using world CO2 as output (number 1 in Section 5.3.4) have been compared
with the similar grouped sensitivity analysis with a specific output variable for each
sub-model (Number 2 in Section 5.3.4). The variables within each sub-model have
been ranked according to importance in the sensitivity analysis to facilitate this
comparison. The ranking is done on the basis of the mean normalised µ (thus

                                                
9 These groups are input variables related to the demand sub-model, the electricity sub-model, the three
sub-models for gas- liquid-fuels, and the remaining input variables.
10 The groups are time-dependent, time-independent and domain variables.



71

averaged over 1975 to 2095). The results are given in Appendix 5.4. The ranking
shows to be similar for both analyses. The ten most sensitive variables remain the
same, with minor differences in ranking numbers, for the oil and coal sub-models, and
the electricity production sub-model. Differences in ranking number are slightly larger
for the gas sub-model. However, ranking numbers for the majority of variables in
these sub-models still are reasonably close.

Comparing the actual mean normalised µ for each variable (again averaged over the
time steps from 1975 to 2095; see Appendix 5.5) for both analyses per sub-module
gives interesting information additional to the comparison based on ranking number.
The output variables specific for each sub-model appear to be 4 to 6 times more
sensitive for changes in input values than the final model outcome of world CO2. A
whimsical behaviour of a sub-model is obviously balanced out in the remainder of the
TIMER as one might expect from a dynamic model.

The results for all analyses are incomplete due to omitting results for variables
grouped together with the structural change parameters (see introduction to Section
5.4 and Section 5.4.3). The results available for the analysis with variables grouped
according to sub-model therefore relates to a different set of variables than the results
for the analysis with variables grouped according to type. This hampers a comparison
of both analyses on the basis of ranking numbers, but a comparison on the basis of the
actual mean normalised µ for each variable is still possible for those present in both
analyses. The µ’s are rather similar between both analyses for the same variable,
though differences show over 10% for a limited number of sensitive ones (mainly
related to learning and/or part of the electricity production sub-model).

A possible explanation for these large differences in µ’s for the same variable in the
several analyses may be due to relative strong interaction of this variable with
(changes in) other variables in the model. After all, the several analyses are based on
different sub-grouping of the 300 TIMER input variables. Strong curvi-linearity (main
effect) and/or interaction of a given variable with other variables in the model is
indicated by a high σ for that variable. This is indeed the case for the progress ratios
(inverse learning rates), but for variables related to electricity production not notably
more (nor less) than for other variables in the model. Values for the mean normalised
µ and σ often have for most variables in all analyses the same order of magnitude
which means that the standard deviation is relatively high. This also demonstrates the
dynamic, curvi-linear and dynamic character of the TIMER model (see Section 5.3.1).

5.4.3 Structural Change - Growth Elasticity

Economic activity levels are one of the major driving forces behind the demand for
energy. The concept of structural change assumes that a growing economy goes
through successive stages of development. At the level of the economy as a whole, the
share of industrial activity in total gross domestic product first starts to increase at the
expense of agricultural activities (less energy intensive than industry), but later tend to
decrease again at the benefit of the service sector (less energy intensive then industry).
A similar dynamics is assumed within economic sectors. So does energy intensity of
industry initially increase with growing economic activity due to a shift towards more
energy and material intensive bulk products, but goes later through a maximum and
then decreases again to a fixed per capita level due to a shift towards knowledge-
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intensive processed goods. Energy intensity will as a result of those changes on
sectoral level first increase and then go through an optimum before it starts to
decrease again until a certain saturation level is reached. TIMER captures structural
change on sectoral level by dis-aggregating total energy use in the model into five
economic sectors. Structural change within sectors is explicitly modelled.

The structural change curve is commonly understood to be bell shaped. The exact
form of this curve within each sector is relatively unknown, but is simulated in
TIMER by a number of structural parameters determining the slopes, maximum,
position of maximum, and saturation level. The values for the several parameters are
mutually dependent due to the mathematical formulation of structural change, and
established by curve fitting on a limited set of historic cross-regional time series for
the period 1971-1995. The sensitivity analysis shows the behaviour of TIMER to be
extremely sensitive for changes in the values of structural change parameters (µ’s and
σ’s over several hundred thousand percent were found). However, values are sampled
within a relative large range (0.5 to 1.5 times base value) and interdependencies are
not accounted for the structural change parameters. This makes the sensitivity values
to be unreliable for these variables (and also for other ones analyse together with
these; see introduction to this section ).

Considering above comments on the ranges used, the sensitivity results for the
parameters related to structural change have to be taken with some caution. It is
obvious that these parameters are sensitive as such. However, the prime hesitation is
about the extent of the sensitivity. Two parameters are of special importance, one
determining the maximum and the other indicating the saturation level of the energy
intensity curve (both in GDP per capita at PPP). The saturation level represents a
theoretical minimum in energy intensity, associated with saturation in energy demand
per capita (as a function of GDP per capita at Purchase Power Parity). This saturation
point in particular is taken to be strongly scenario dependent. Saturation is assumed
before 2100 in an environment- and equity-oriented world such as B1, but not or at
much higher levels in a materialist-oriented one.

The structural change formula certainly has to be covered in a next uncertainty
analysis. In order to obtain reliable measures for demand variables and time-
independent variables, however, the parameters for structural change have to be fixed
or at least to be treated as mutual dependent.

5.4.4 Driving forces

Two of the main drivers for change in the demand of final energy are population and
economic activity. The mean normalised µ’s in Table 5.2 show TIMER output to be
rather sensitive for both drivers. Particularly uncertainty in population seems to have
influence on model output. Economic activity is in TIMER described by a number of
variables. Obviously, economy activity has first of all a direct relation with energy
demand. In addition however, an increase in activity will cause an economic sector to
move further along the curve for structural change in the direction of the saturation
level. As described in Section 5.4.3, energy intensity will start to decrease once the
optimum is passed and this decrease becomes more gradually as the saturation level is
nearby. This is apparently the case in the course of this century where µ’s start to
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become smaller, indicating that economic activity brings regions on the flat part of the
structural change curve.

Input values for population and economic activity are exogenous data series going
into TIMER (the POPHER model provides population data, whereas economic
growth is received from WorldScan). These data series are strongly scenario
dependent and moreover correlated. Birth rates and therewith population levels are
commonly assumed to decrease with increasing welfare as expressed in economic
activity levels. This relation between birth rate and economic growth is subject of
debate. A subsequent uncertainty analysis should pay attention to this.

Table 5.2: Sensitivity measures averaged over 1975 to 2095 for the variables for population and
economic activity

Variable codename (description) µµ(µµ) by
type

µµ(µµ) by
sub-

model
POP[17](t) (population)
IVA[17](t) (Industry value added)
GDP[17](t) (Gross Domestic Product)
PRIVC[17](t) (Private consumption)
SVA[17](t) (Service value added)

99%
43%
31%
21%
15%

83%
33%
23%
17%

9%

5.4.5 Price induced and autonomous energy efficiency improvement

Some of the energy efficiency improvement is assumed to result from investments
made in response to energy price changes. Many of these investments will be added to
operating capital stock (i.e., retrofit options). These are the so-called Price Induced
Energy Efficiency Improvements (PIEEI). TIMER models PIEEI by a group of
parameters describing the costs of efficiency improvement (increasing along with
further implementation), the willingness to investment in efficiency (accepted
payback time), and the technology improvement. In addition, other factors play a role
such as the maximum level of reduction that can be attained and the reversibility of
reductions.

The sensitivity analysis shows the behaviour of TIMER to be rather sensitive for
changes in the values of the PIEEI variables (see Table 5.3). However, µ’s and σ’s are
unreliable for most PIEEI variables due to unknown influence from the structural
change parameter settings and are therefore not presented in Table 5.2 (see Section
5.4.3).
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Table 5.3: Sensitivity measures averaged over 1975 to 2095 for variables describing price induced
and autonomous energy efficiency improvement. All variables are used in the energy
demand sub-model and most of the PIEEI ones are time-independent.

Variable codename (description) µµ(µµ) σσ(µµ) µµ(σσ)

ConservPvalue[17,5,2](t) (learning rate energy conservation)
CostCurveMax[NR17,NS,NEF] (maximum energy intensity reduction)
ConservRevMax[NR17,NS,NEF] (reversible fraction price induced consevation)
CostCurveScale[NR17,NS,NEF] (price elasticity)
PayBackTimefut[NR17,NS,NEF] (average payback time investments)

56%
high
high
high
high

42% 49%

TTAEEI[NR17](t) (capital turnover rate)
LOGMargIntens[5,2](main.em.dem) (learning curve marginal energy intensity)

-75%
-50%

62%
32%

60%
13%

Autonomous Energy Efficiency Improvement (AEEI) describes changes in energy
efficiency resulting from general technology progress achieved by replacement of old
with new capital stock (irrespective of fuel prices that is the main driver of price
induced energy efficiency improvement). TIMER models AEEI as a function of the
capital stock turnover rate and the marginal energy intensity of new capital stock. The
marginal energy intensity of new capital stock is calculated from a global learning
curve that is exogenous input to TIMER. The AEEI is assumed to approach a
maximum level as soon as the marginal intensity of new capital stock no longer
declines and keeps constant (governed by thermodynamics). The capital turnover rate
influences the speed at AEEI proceeds and at which the maximum level is reached.
The curve for AEEI has a fixed shape but this capital turnover rate and thus the speed
by which the shape passes through is scenario dependent. Both variables describing
AEEI turns out to be rather sensitive as is shown in Table 5.3.

5.4.6 Learning coefficients

The costs and performance characteristics of a given technology change over time due
to various dynamic factors. One of these factors concerns the ability of people to learn
by doing. This phenomena has been investigated in detail for a variety of products and
processes. Learning by doing is often modelled by means of a so-called learning
curve. Learning curves assume a decrease in production costs along with cumulating
experience at an otherwise constant situation. TIMER models this according to
common practice as a power function of an accumulated learning measure. The
“learning rate” or “progress ratio” represents the fraction decrease in production cost
for a doubling of physical production levels (expressed as one minus the fraction
reduced). These learning curves are used in the supply sub-models in particular and
progress ratios exist for exploration of nuclear & solar & wind, gas, oil, coal and
biofuels. The TIMER model outcome appears to be rather sensitive for changes in
input values for the several learning rates. The results for the learning rates are listed
in Table 5.4.
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Table 5.4: Sensitivity measures averaged over 1975 to 2095 for the learning rates used as input
variable in the electricity production and supply sub-models.

Variable codename (description) µµ(µµ)
by

type

µµ(µµ)
by

sub-
model

NTEPvalueSc[NR17,2](t) (Progress ratio for electricity production from nuclear, solar & wind)
BGFPvalue[NR17](t) (Progress ratio for bio gas production)
BLFPvalueConv[17](t) Progress ratio for bio liquid fuel conversion)
BGFPvalueConv[17](t) Progress ratio for bio gas fuel conversion)
BLFPvalue[17](t) Progress ratio for bio liquid fuel production)
SCPValue[17](t) (Progress ratio for surface coal mining)
GasPvalueSc[NR17](t) (Progress ratio for gas production)
GasPvalueTR[NR17](t) (Progress ratio for gas production)
BGFTimesSL[17] (Year at which the learning starts)
OilPvalueSc[NR17](t) (Progress ratio oil production)

59%
25%
18%
17%
16%

-12%
-12%

-6%

2%

52%
3%

12%
5%
9%

-23%
-37%
-21%
-10%
-28%

5.4.7 Resources of fossil fuels

TIMER defines scarcity of fossil fuels in terms of production costs, and not in terms
of total availability of fossil fuels since actual availability is typically large over
period under study. Production costs are in TIMER characterised by (1) the initial
production costs per region, (2) the initial total resource base per region and (3) the
production costs as function of depletion. Input values for the first category are based
on different publications on current and past production costs. The second and third
are based on Rogner (1997) indicating per region the availability of different types of
resources and the production costs for these types. TIMER distinguishes between
surface and underground coal mining since they have slightly different production
costs. Scarcity can be a relative important determinant of the future energy system if
defined in terms of production costs. This is visible from the sensitivity measures
reflected in Table 5.5.

Table 5.5: Sensitivity measures averaged over 1975 to 2095 for the learning rates used as input
variable in the electricity production and supply sub-models.

Variable codename (description) µµ(µµ)
by

type

µµ(µµ)
by

sub-
model

NTE_NNDeplMultFac[17] (Increase production costs non-thermal due to depletion)
OilProdDeplMult[17] (Production – depletion multiplier for oil production)
UCLabSupply_i[17] (Labour supply for underground mining in base year)
UC_ProdCostMult_i[17] (Depletion multiplier for underground coal)
OilResource_i[17] (Initial resource of oil)
SCRresource_i[17] (Initial resource of surface coal)
GasProdDeplMult[17] (Production – depletion multiplier)
NuclDeplMult (Increase production costs nuclear due to depletion)
OilCost_i[17] (Initial cost of oil production)
BioDeplMultFac[17] (Multiplier with which yield is divided)
BioProdMax[17] (Production level at maximum price for biofuel production)
LandPrice_i[17] (Initial price of land)
GasResource_i[17] (Initial resource of gas)
UCRelLabCost[17](t) (Ratio labour costs in underground coal mines / GDP)
SCFixedCapOutRatio_i[17] (Initial capital-output ratio in surface coal mining)
GasCost_i[17] (Initial cost of gas production)
UCResource_i[17] (Initial resource of underground coal)
NTE_NNProdMax[17] (Maximum potential for solar&wind production)

31%
-13%

-9%
8%

6%

-4%

10%
-6%

-13%
-12%
11%
10%
-5%
12%
-7%
6%

-6%
6%
5%

-14%
-4%
-3%
3%

-2%
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5.5 Discussion

Some reflections on the results are already given in the previous section. aAditional
issues are highlighted here.

5.5.1 B1 illustrative scenario as base values

A global sensitivity analysis as performed here covers the entire range of possible
values for a given input variable. For reasons of practicality we followed a semi-
global approach by limiting sampling to a range of 0.5 to 1.5 times a defined set of
base values (smaller ranges were defined though for a number of variables; see
Section 5.4.2). The chosen baseline values, particularly relevant for the scenario
variables, comply with those employed in the B1 illustrative scenario within the group
of 40 scenarios developed for the IPCC Special Report on Emission Scenarios
(Nakicenovic et al. 2000).

The choice of this scenario may have influenced the results of the sensitivity analysis.
By sampling within a range of 0.5 to 1.5 times B1 base values, the range of values can
be relatively small or relatively large compared to a scenario with considerable larger
or smaller input values for given variables. An example may illustrate this.

Coal is in the B1 scenario less important as fuel than in other scenarios to fulfil the
demand of energy. This may have a direct influence on the sensitivity in coal-related
variables for the carbon emissions. It can be seen from Appendix 5.2 to 5.6 that
sensitivity measures for coal variables are indeed in general low. The choice of
scenario may also have an indirect effect on other variables whose sensitivity
measures can be influenced through interaction with coal variables. This is basically
illustrated by differences in sensitivity measures for the same variable in the several
analyses with different grouping.

5.5.2 Model quality

In this sensitivity analysis, input variables were independently sampled in a range of
0.5 to 1.5 times their baseline values. The initial attempt to perform the sensitivity
analysis for all 300 variables at the same time caused the TIMER model to crash due
to extreme and unusual combinations of input values. It forced us to extend the
existing TIMER program code with checks on variables to avoid – the consequences
of – impossible (combinations of input) values. Though this delayed the analysis
considerably, it resulted in an improvement of the TIMER model. This kind of
improvements is very common phenomena when using models in other applications
as usual and was a beneficial side effect of the exercise.

5.5.3 Comparison with other energy models

Sensitivities for input variables found in the present analysis range from 0% up to
some 100% variation in TIMER model outcome (see Appendix 5.4). The sensitivity
of CO2 emissions for uncertainty in model structure was not analysed in this project,
but has been explored in the IPCC SRES exercise (Nakicenovic et al. 2000). IPCC



77

deliberately invited six energy modelling groups to design multiple scenarios as
means to explore the uncertainties from differences in model structure between
modelling groups, and also to explore uncertainties posed by value-ladeness in the
multiple perspectives possible on the unknown future. Chapter 3 reports the analysis
and comparison of these scenarios in order to evaluate the influences that the model
structure of TIMER may have on its results. It is not easy to draw clear conclusions
from this comparison. However, the range in CO2 emissions in the SRES scenarios at
the end of this century extends to almost 40 times the minimum CO2 emission (4
times the B1 scenario for the TIMER ones). This indicates that the influence of
different driving forces (population, economic activity) and divergent ways of
interpreting and modelling the energy system dynamics adds greatly to the uncertainty
in carbon emission outcome from introducing uncertainty in simulations with a single
model.

5.6 Conclusions

The Morris method has been used for sensitivity analysis of the 300 input variables to
the TIMER model. The method is very efficient in its number of model runs that
increases linear with the number of variables analysed (rather than exponential as in
Monte Carlo type of exercises). Morris produces a measure (µ) indicating the change
in model outcomes resulting from a change in model input, as well as a measure (σ)
that expresses to what extent the change in model output is caused by curvi-linear
(main) effects and interaction effects from the analysed input variable with other ones
(Pers. Com. Janssen 2000).

The Morris method appears to be strong in resolving sensitive input variables from
less sensitive variables. The following input variables and model components (groups
of input variables) were identified as most sensitive with regard to the specific model
output of carbon emissions:

• Population levels and economic activity as main drivers;
• Variables related to the formulation of intra-sectoral structural change;
• Learning coefficients used in various parts of the model;
• Variables related to resource base (size, costs) of fossil fuels;
• Variables related to autonomous and price-induced energy efficiency

improvement.

This list of sensitive input variables is close to the one anticipated by the modellers of
TIMER. This indicates that modellers have a good intuition for the behaviour of their
model. The analysis revealed also few sensitive input variables additional to the ones
anticipated. This is useful information for future scenario development.

The sensitivity analysis reported here was a screening one. The results may be biased
by limiting the analysis to calculating sensitivity measures related to one scenario
only. The use of the same fractional range in uncertainty (0.5 to 1.5) of parameters
may have exaggerated or underestimated the sensitivity of some. Another factor
influencing the results is the neglect of probable interdependencies between certain
parameters. We recommend to extend/improve the sensitivity analysis here in the
following way:
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• To perform few additional runs for the B1 scenario with a more adequate
treatment of those variables related to structural change;

• To perform additional runs, but than changing input variables of each variable for
one region only (either China or Europe);

• To change all 300 variables at the same time in additional runs (or limited to a
selection with a large sensitivity based on this analysis);

• To perform all runs suggested for other scenarios (e.g., B2, A1, A2)

The input variables being identified as sensitive should be further explored by means
of an uncertainty analysis evaluating the spread in model outcome as the combined
result of spread in model input. Obviously, the spread in model input should reflect
the probable range of input values rather than the possible range of input values that
was taken in this sensitivity analysis. The uncertainty analysis should also address
interdependencies and correlation between variables, which is not possible in a Morris
sensitivity analysis.
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6.1 Introduction

This chapter documents the method and procedures we used to assess parameter
strength in the TIMER model. Section 6.2 briefly summarises the NUSAP method
and the diagnostic diagram used in this project. In section 6.3 we discuss the concepts
parameter strength and pedigree and we present the pedigree matrix used to assess
parameter strength in this project. Section 6.4 describes the procedure we followed to
make a selection of parameters of which the strength and pedigree were reviewed in
the expert elicitation workshop. In section 6.5 we describe the information and
scoring cards for each parameter. We used these cards in the expert elicitation
workshop to draft pedigree scores informed by these cards and a moderated group
discussion. Section 6.6 outlines the workshop set-up and elaborates on the
background of the methodology used for the elicitation session. Section 6.7 presents
overall results for parameter strength. Detailed results of pedigree scores are presented
in appendices. Section 6.8 combines the results from the sensitivity analysis with the
strength scores in a diagnostic diagram. Section 6.9 discusses the findings, reflects on
the methodology in view of the findings and our experiences in this application and
formulates some general conclusions.

6.2 NUSAP and the diagnostic diagram

As outlined in chapter 2, the NUSAP (Numeral Unit Spread Assessment, Pedigree)
method applied in this project aims to provide an analysis and diagnosis of
uncertainty. It captures both quantitative dimensions and qualitative dimensions of
uncertainty (Funtowicz and Ravetz 1990). The method addresses two independent
properties related to uncertainty in numbers, namely spread and strength. The two
metrics can be combined in a diagnostic diagram (Figure 2.3 in Chapter 2) mapping
strength and criticality to spread of model parameters. The Diagnostic Diagram is
based on the notion that neither spread alone nor strength alone is a sufficient measure
for quality. Robustness of calculated model output to parameter strength could be
good even if parameter strength is low, provided that the model outcome is not
critically influenced by the spread in that parameter. In this situation our ignorance of
the true value of the parameter has no immediate consequences because it has a
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negligible effect on calculated model outputs. Alternatively, calculated model outputs
can be robust against parameter spread even if its relative contribution to the total
spread in model is high provided that parameter strength is also high. In the latter
case, the uncertainty in the model outcome adequately reflects the inherent irreducible
uncertainty in the system represented by the model. In other words, the uncertainty
then is a property of the modelled system and does not stem from imperfect
knowledge on that system. Mapping model parameters in the assessment diagram thus
reveals the weakest critical links in the knowledge base of the model with respect to
the model outcome assessed, and helps in the setting of priorities for model
improvement.

Applying this diagram makes it possible to distinguish between what part of the
uncertainties in model outcome is solvable (by increasing the strength of the model
constituents through further research) and what part is intrinsic to the modelled
system. This distinction is important when designing strategies to cope with the
uncertainties. For the intrinsic uncertainties, the challenge is to design policy
strategies that are robust against these systems uncertainties. On the other hand, the
uncertainties due to a weak knowledge base of the model will not be dispelled without
adequate monitoring and research programs. Note that the required level of strength
for each model parameter is a function of the criticality of the spread in that parameter
for the model outcome.

6.3 Parameter strength and pedigree

The previous chapter dealt with the spread category and has evaluated the criticality
of error bars on parameters in terms of how sensitive the model outcome (CO2
emissions) is to parameter spread. This yields a metric for vertical axis of a diagnostic
diagram. The concept of pedigree1 provides us with a framework to assess and
express parameter strength, the horizontal axis of the diagnostic diagram.

Pedigree conveys an evaluative account of the production process of the information,
and indicates different aspects of the underpinning of the numbers and scientific status
of the knowledge used. Pedigree is expressed by means of a set of pedigree criteria to
assess these different aspects. Examples of such criteria are empirical basis or degree
of validation. These criteria are in fact yardsticks for strength. Many of these criteria
are hard to measure in an objective way. Assessment of pedigree involves qualitative
expert judgement. To minimise arbitrariness and subjectivity in measuring strength a
pedigree matrix is used to code qualitative expert judgements for each criterion into a
discrete numeral scale from 0 (weak) to 4 (strong) with linguistic descriptions
(modes) of each level on the scale (see Table 6.1 further on in this chapter). Note that
these linguistic descriptions are mainly meant to provide guidance in attributing
                                                     
1 Pedigree means literally "documented descent from distinguished ancestors", or "origin or
derivation". The concept of Pedigree of scientific information as introduced by Funtowicz and Ravetz
(1990) can nicely be illustrated with an anecdote on the origins of the idea. After hearing a lecture on
probabilistic risk assessment of Chlorine storage tanks, Jerry Ravetz met an inspector. He said that in
assessing a tank he considers: quality of maintenance and repair; state of identification and
documentation, both original and continuing. All these make up a Pedigree, he said. Of Chlorine
storage tanks? Why not? So why not have a Pedigree for scientific information? Workers in the field all
know the different aspects of the production and testing of that information; and advisors will know of
the uses to which it will be put.
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scores to each of the criteria for a given parameter. It is not possible to capture all
aspects that an expert may consider in scoring a pedigree in a single phrase. Therefore
a pedigree matrix should be applied with some flexibility and creativity.

To develop a pedigree matrix for this project we started by reviewing the literature
with NUSAP applications. We made a compilation of all pedigree matrices we found
(inter alia Funtowicz and Ravetz, 1990, ORNL and RFF 1994, Hongisto 1997, Van
der Sluijs 1997, Ellis et al. 2000a,b, Corral Quintana 2001) and we built further on a
pedigree matrix we designed and tested for the field of emission monitoring (Risbey,
Van der Sluijs and Ravetz 2001). A sample of pedigree matrices found in the
literature is given in Appendix 6.1. Starting from there we selected the pedigree
criteria that were most relevant and applicable to assess parameter strength and tuned
the linguistic descriptions of the modes to better fit our specific application.

The resulting pedigree criteria we used to evaluate the underpinning of the numeral of
a parameter in order to judge its strength are:
• Proxy
• Empirical basis
• Theoretical understanding
• Methodological rigour
• Validation

In the following we will discuss these five criteria.

Proxy
Sometimes it is not possible to represent directly the thing we are interested in by a
parameter so some form of proxy measure is used. Proxy refers to how good or close
a measure of the quantity that we model is to the actual quantity we represent. Think
of first order approximations, over simplifications, idealisations, gaps in aggregation
levels, differences in definitions, non-representativeness, and incompleteness issues.
If the parameter were an exact measure of the quantity, it would score four on proxy.
If the parameter in the model is not clearly related to the phenomenon it represents,
the score would be zero.

Empirical basis
Empirical basis typically refers to the degree to which direct observations,
measurements and statistics are used to estimate the parameter. When the parameter is
based upon good quality observational data, the pedigree score will be high.
Sometimes directly observed data are not available and the parameter is estimated
based on partial measurements or calculated from other quantities. Parameters
determined by such indirect methods have a weaker empirical basis and will generally
score lower than those based on direct observations.

Theoretical understanding
The parameter will have some basis in theoretical understanding of the phenomenon it
represents. If our theoretical understanding of some mechanism is very high, we may
well be able to make reliable estimates for the parameters that represent that
mechanism, even if the empirical basis is weak. On the other hand a strong empirical
basis may not be sufficient to estimate future values of parameters if our theoretical
understanding of the mechanisms involved is absent. In that case extrapolation from
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past data is not warranted. This criterion aims to measure the extent and partiality of
the theoretical understanding that was used to generate the numeral of that parameter.
Parameters based on well-established theory will score high on this metric, while
parameters whose theoretical basis has the status of speculation will score low.

Methodological rigour
Some method will be used to collect, check, and revise the data used for making
parameter estimates. Methodological quality refers to the norms for methodological
rigour in this process applied by peers in the relevant disciplines. Well-established
and respected methods for measuring and processing the data would score high on
this metric, while untested or unreliable methods would tend to score lower.

Validation
This metric refers to the degree to which one has been able to cross-check the data
and assumptions used to produce the numeral of the parameter against independent
sources. When these have been compared with appropriate sets of independent data to
assess its reliability it will score high on this metric. In many cases, independent data
for the same parameter over the same time period are not available and other data sets
must be used for validation. This may require a compromise in the length or overlap
of the data sets, or may require use of a related, but different, proxy variable for
indirect validation, or perhaps use of data that has been aggregated on different scales.
The more indirect or incomplete the validation, the lower it will score on this metric.

Table 6.1 presents the pedigree matrix we used in this project.

Table 6.1 Pedigree matrix to assess parameter strength

Score
 Proxy  Empirical Theoretical

understanding
 Method  Validation

4 An exact measure
of the desired
quantity

Controlled
experiments and
large sample direct
measurements

Well established
theory

Best available
practice in well
established
discipline

Compared with
independent
measurements of
the same variable
over long domain

3 Good fit or
measure

Historical/field
data uncontrolled
experiments small
sample direct
measurements

Accepted theory
with partial nature
(in view of the
phenomenon it
describes)

Reliable method
common within
est. discipline Best
available practice
in immature
discipline

Compared with
independent
measurements of
closely related
variable over
shorter period

2 Well correlated
but not measuring
the same thing

Modelled/derived
data Indirect
measurements

Accepted theory
with partial nature
and limited
consensus on
reliability

Acceptable
method but limited
consensus on
reliability

Measurements not
independent proxy
variable limited
domain

1 Weak correlation
but commonalities
in measure

Educated guesses
indirect approx.
rule of thumb
estimate

Preliminary theory Preliminary
methods unknown
reliability

Weak and very
indirect validation

0 Not correlated and
not clearly related

Crude speculation Crude speculation No discernible
rigour

No validation
performed



84

6.4 Selection of parameters

The next step was to draft pedigree scores for the parameters, for which we organized
a expert elicitation workshop. However, the TIMER model has over 300 variables. It
would not be possible to assess the strength of all of them in a workshop.
Consequently we needed a selection step to arrive at a manageable number of
parameters to focus on in the workshop. Because we are primarily interested in key
uncertain parameters and these will end up in the upper right corner of the diagnostic
diagram (high criticality, low strength), we used the results from the Morris sensitivity
analysis to make a first step in our selection. As explained in the previous chapter, due
to practical reasons in combination with time and budget constraints we had to work
with results of the sensitivity analysis for two different partial Morris sensitivity tests,
indicated with type and submodule2 rather than with one full Morris sensitivity test.
After ranking parameters according to sensitivity as found in each of the two sets of
Morris results, we set a selection criterion such that we found a balance between the
need to have a set of parameters small enough to make it doable to assess the
parameter strength in one expert elicitation workshop and large enough to not exclude
key uncertain parameters. After some deliberation we set the criterion somewhat
arbitrarily at those parameters where the mean change in output (CO2 emissions)
caused by variation in that parameter3, averaged over all the years for which this mean
was calculated4 was larger than 30% in at least one of the Morris experiments. This
left us with a list of about 40 parameters.

In a next step Jeroen van der Sluijs and James Risbey had an expert elicitation session
on June 6 2001 with one of the modellers of TIMER, Bert de Vries. At the moment of
the interview, he had not seen the results of the Morris analysis. He was however
familiar with results of earlier partial sensitivity tests of the Energy Demand sub
model of TIMER and of the TIME model (the globally aggregated, non regionalised
version of the model). We asked him to generate a list of key uncertain parameters in
his model, either parameters with high criticality or parameters with very low
strength. The list he generated (Table 6.2) had substantial overlap with the Morris
results but had nine parameters on it that were not captured by our first selection step.
These were learning rates for bio fuels, coal, and oil, depletion parameters for gas and
oil, and the maximum reduction for price induced energy efficiency improvement. We
decided to add these parameters to our list for the workshop.

                                                     
2 Due to model instabilities during attempts to do a full Morris experiment, we had to redesign the
experiment to trace the causes of model crashes. In stead we had to use the results of two partial Morris
experiments. In the first experiment parameters were grouped according to type in three groups: time
dependent, time independent and domain variables. In the second experiment, parameters were grouped
according to submodule into five groups: energy demand module, electric power generation module,
solid fuel module, liquid fuel module, gaseous fuel supply module. See Chapter 5 for more details.
3 In the Morris sensitivity experiments, all 300 parameters were typically varied over a range from -
50% to + 50% of their default values in the B1 scenario. Where this range violated physical constraints,
a narrower range was used. Where we had knowledge on a plausible uncertainty range we used that
range instead. See also chapter 5.
4 It was calculated for every 10 years form 1975 to 2095, see chapter 5
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Table 6.2 List of potentially key uncertain parameters elicited from one of the TIMER modellers.
The table also provides a judgement on whether uncertainty in this parameter is critical
to the short term, medium term or long term CO2 emissions and a initial overall
assessment of parameter strength, given on a scale from 0 to 4. For reasons of
comparison the Morris results for these parameters are also given. The lower the number
for rank, the higher the sensitivity of CO2 emission to variation in that parameter in that
Morris experiment. For the meaning of type and sub, see footnote 2 earlier in this
chapter. The parameter name also indicates the dimensions for which this parameter is
differentiated: NR17 means 17 regions, NS refers to 5 energy consuming sectors, NEF
refers to two types of energy, heat and electricity, NEC refers to 5 energy carriers at
users.

Rank in Morris
result

parameter name in source
code TIMER

This parameter represents

by type by sub

Sensitive
on

Strength
estimate

POP[17](t) B1 Population Scenario 7 10 2-3
GDP[17} B1 gdp scenario 33 1-2
IntUEc4Fut[NR17,NS,NEF+2](t
)

Saturation level in structural
change formula

10 5 long term 1-2

PosMaxFile[NR17,NS,NEF+2] Position of maximum in
structural change formula

2 2 short
term

1-2

LOGMargIntens[NS,NEF](Tme
i)

LOG value of the world curve
specifying marginal energy
intensity (part of representation
of autonomous energy efficiency
improvement)

25 13 long term 3

CostCurveScale[NR17,NS,NEF
]

Price elasticity in price induced
energy efficiency improvement

104 36 short
term

2-3

ConservPvalue[NR17,NS,NEF](
t)

Learning rate energy
conservation in price induced
energy efficiency improvement

23 8 2-3

PayBackTimefut[NR17,NS,NE
F]

Pay back time in price induced
energy efficiency improvement

17 short
term

2-3

EffSecFuel[NR17,NS,NEC](t) Conversion Efficiency 21 3
TEEffFuelSpecFile[NR17,FOSS
IL](t)

Fuel specific efficiency in
Thermal Electric

24 18 short
term

3

NTEPvalueSc[NR17,2](t) Learning rate nuclear and solar
wind

18 16 long term 1-2

SCPValue[NR17](t) Learning rate surface coal 65 27 2
OilProdDeplMult[NR17](oo) Oil depletion multiplier 61 72 medium

term
2-3

GasProdDeplMult[NR17](gg) Gas depletion multiplier 78 79 medium
term

2-3

OilPValue[17](t) Learning rate oil 137 25
BGFPvalue[NR17](t) Learning rate gaseous bio fuels 40 99 long term 1-2
BLFPvalue[NR17](t) Learning rate liquid bio fuels 53 55 long term 1-2
tradeparameters Parameters representing trade

dynamics of fuels across regions,
substitution elasticities
thermal/non thermal, substitution
elasticities between fuels

0-2

In a next step we discussed the list of parameters selected on the basis of the Morris
results with Bert de Vries. He was surprised by the high sensitivity to a number of
initialisation parameters of the model, specifying the start point of the simulation for
the year 1975. He had not thought of this group of parameters as particularly
influential. As historic data are imperfect we decided to keep these parameters on our
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list. After further inspection, he proposed to skip eight parameters from the list,
mainly calibration parameters, because these parameters had been varied over a rather
wide range from -50% to +50% in the Morris experiment.5 For these calibration
parameters, Bert de Vries judged this range to be far outside the plausible range.

Further, in any complex model the calibration procedure implicitly weights
interactions between variables and it is somewhat artificial to focus on a single
calibration factor in isolation of others. The calibration process needs to be evaluated
as a whole. In many cases a single calibration factor can be arbitrarily reduced by
adjusting the values of other calibration factors.

The TIMER model has been calibrated using historic data from the period 1975 -
1995. All model runs start in the year 1975. The calibration parameters are used to
make sure that the simulated values for 1995 match the 1995 historic data. Another
example was the parameter indicating part of electricity demand that is met by
production. Variation of that factor over a range -50% to +50% leads to very
implausible situations in the energy system such as consumption exceeding
production. The following parameters ranked high on sensitivity in the Morris results
but were skipped from the list because these results were judged to be inappropriate
(between brackets the source code names in TIMER of these parameters, also
indicating dimensions, see heading of Table 6.2 for explanation):

• Intensity in reference year (1995) in order to result in 100% match between
simulation and model in 1995 (IntensRefFile[NR17,NS,NEF+2])

• Calibration factor to simulate historic discrepancies between model results and
historic data (CHINFAC[NR17,NS](t))

• Value of activity indicator in 1995 (DFRef[NR17,NS,NEF])
• Year in which learning for nuclear and solar&wind starts

(NTETimeStartLearn[NR17])
• Factor indicating part of electricity demand that is met by production

(SupprDemandfactor[NR17](t))
• Ratio between 1975 and 1971 technology in order to make sure simulation

matches historic data in 1995 (TechFacInp[NR17,NS,NEF+2])
• Factor that can be used to increase/reduce the Structural Change formulation to fit

history (at expense of missing match in 1995) (CalibFactor[NR17,NS,NEF+2])
• Year at which the learning in Gaseous Bio Fuels production starts

(BGFTimeSL[NR17])

After merging the selection based on Morris with the parameters identified by TIMER
modeller Bert de Vries (Table 6.2) and skipping the calibration parameters from the
list, our selection of variables to address in the NUSAP workshop counted 39
parameters. A number of these parameters were somewhat complicated to explain and
not easily understood without comprehensive elaboration of a number of detailed
technicalities of the model. Such would make the scoring of pedigree criteria during
the parameter strength elicitation session at the workshop unnecessarily complicated.
Therefore we reformulated these parameters into concepts that people can understand
without highly detailed knowledge of the particular technical implementation of those

                                                     
5 In the absence of information for most of the 300 parameters a default interval of variation of -50% to
+50% was set for the Morris sensitivity experiments. See also chapter 5.
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concepts into the TIMER model. We did this in a joint working session with one of
the modellers of TIMER, Detlef van Vuuren.

To further simplify the task of scoring pedigree criteria for each parameter at the
NUSAP workshop, we also grouped together similar parameters, either because they
related to the same concept (e.g. all parameters related to the concept of price induced
energy efficiency improvement) and because the pedigree scores might be to some
extent similar for a range of parameters, as they are based on the same theoretical
understanding, may have the same score for proxy etc. (e.g. the learning rates for gas,
oil, coal, biofuels, nuclear and solar&wind ). We were able to group our set of 39
selected parameters into 18 clusters.

6.5 The cards

For each of the 18 clusters of parameters we made an information card to be used in
the elicitation session at the workshop. Each card consisted of an information part
(upper half) and a fill out part (lower half). The information part of each card
contained the following entries (the cards as we used them at the workshop are
presented in Appendix 6.2):

• The name of the concept and names of the individual parameters
• An indication in which sub module of TIMER the parameter is located
• A definition of the concept to which the parameters in that cluster related
• A list of definitions for each parameter in that cluster. (If more than one parameter

was in that cluster, individual parameters were numbered a, b, c... on each card)
• Additional background information where we considered such helpful
• The default values in the IMAGE/TIMER B1 Scenario for each parameter on the

card (as many parameters are differentiated across regions, sectors, fuel types etc,
we gave here a range of highest and lowest value in the differentiated set)

• The range over which this parameter was varied in the Morris sensitivity
experiments for each parameter on the card

• The outcome of the Morris sensitivity experiments for each parameter on the card
• The dimensions across which each parameter on the card is differentiated in

TIMER

In the fill out part of the cards, space was reserved to express:

• A likely uncertainty range for each parameter for the case the expert considered
the range over which the parameter was varied in the Morris experiment to wide
or too narrow

• A characterisation of the degree to which that parameter was considered to be
value laden. This is related to whether this parameter is contingent on ones
preferences, perspectives, optimism or pessimism or co determined by political or
strategic considerations.

• The pedigree scores for:
• Proxy
• Empirical basis
• Theoretical understanding
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• Methodological rigour
• Validation

• Elaboration and justification for each score given.

6.6 Set up of the NUSAP workshop

On June 12 and 13 2001 a 24 hour workshop was held in Loosdrecht, The
Netherlands in which 19 experts on the fields of energy economy and energy systems
analysis (12 participants) and uncertainty assessment (7 participants) were brought
together. Two participants are the actual TIMER modellers, and one has been one.
From the 19 experts, 8 took part in the organisation of the workshop. Participants
came from 13 different leading research groups in the relevant fields of expertise,
located in 5 different European countries. For the list of participants we refer to
Appendix 6.3.

The primary goal of the workshop was to assess the strength of the input values for
key variables. As preparation to the workshop, we had sent the participants a draft
version of chapter 2 of this report and a paper with some background on the TIMER
model (Van Vuuren and De Vries 2001).

The workshop was set up in three phases:
• a plenary session with a series of introductory lectures
• a expert elicitation session in three parallel groups
• a concluding plenary session

The workshop program is enclosed as Appendix 6.4. The purpose of the introductory
lectures was to sketch the broader context of the project and to provide the experts
with enough understanding on the TIMER model, the Morris sensitivity analysis and
the NUSAP method to enable them to accomplish the elicitation exercise.

For the expert elicitation session, we divided the participants into 3 parallel groups of
6 person6. The groups were made in such a way that expertise on energy economy, on
energy systems analysis, on the TIMER model, on uncertainty assessment and
organizers of the workshop were equally distributed over the three groups. We also
balanced senior and junior experts equally over the three groups. In each group one
person got the task of group moderator and one person was assigned as rapporteur.

Each participant received a set with all 18 cards containing the parameters to be
reviewed. Assessment of parameter strength was done by discussing each of the
parameters in a moderated group discussion addressing strengths and weaknesses in
the underpinning of each parameter, focussing on, but not restricted to, the 5 pedigree
criteria and eliciting the scores of the parameters for each of these pedigree criteria.

We gave the following instructions for the exercise:

                                                     
6 One person only attended the introductory lectures, that is why the number does not add to 19
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• Do the Pedigree assessment as an individual expert judgement, we do not want a
group judgement

• Group works on one card at a time
• The group moderator determines the order in which the cards are discussed
• Discussion on each card starts with a group discussion aimed at clarification of

concepts
• Then the likely range for each parameter is discussed in the group, after which

every expert fills in her or his own judgement for this range.
• In the next phase the discussion moves to strengths and weaknesses of the

underpinning of the parameter under consideration.
• After that the value ladeness and pedigree criteria (proxy, empirical basis,

theoretical understanding, methodological rigour and validation) were discussed
one by one in the group ending with that every expert fills in her or his individual
judgement of the score for each criterion. To assist in this task, each participant
had a copy of the pedigree matrix as given in Table 6.1.

• If you feel you cannot judge one or more of the pedigree scores for a given
parameter, leave it blank

• If you feel a certain criterion is not applicable for a given parameter, indicate so
with "n.a."

• Indicate a self assessment of your competence on each parameter on a scale from
0 to 4 and write that together with your name on the card (note that competence
can differ for different parameters for the same expert).

• Write your name on each card
• If a card contains more than one parameter and you want to differentiate the

pedigree scores between these parameters, fill in the corresponding letter for that
parameter (parameters are numbered a, b, c, ... on each card) in the appropriate
box in the scoring part of the card (this is clear in the card-lay out, given in
Appendix 6.2)

We expected that time would be too limited to complete all 18 cards in each group.
For that reason we had in advance designed a procedure to make sure that each group
did at least six cards that we considered the most important ones in the set. The
selection was based on our knowledge on the controversial nature of the concepts and
the high ranks for sensitivity in the Morris results for the parameters on these cards.
This core set existed of the following cards:

• Structural change / Growth Elasticity
• Autonomous energy efficiency improvement
• Price induced energy efficiency improvement
• Learning rates
• Resources of fossil fuels (supply cost curve)

The use of such a core set warranted that we had at least for those cards results to
explore eventual sensitivity of the method to group composition and group dynamics.
If such sensitivity exists we expect to see it strongest for the most controversial
concepts and vice versa large inter and intra group differences in pedigree assessment
of the same parameter may indicate that the concept is controversial. On top of that
core set of six cards, we asked each group to do four more cards, by randomly
distributing the remaining twelve cards over the three groups, to assure that every card
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from the set was assessed by at least one of the groups. We used different colours for
the cards so that the 10 cards (the core set of 6 plus 4 of the remaining 12) that had to
be completed by each group had the same color, and the six remaining had different
color in each set. So every participant in every group had the full set of cards and the
colors of the cards indicated what cards had to be done first. The group moderator was
instructed to make sure that at least the core set of 6 cards was completed. On some
core cards a large number of parameters were listed. For these cards we selected some
key parameters from that list (same selection in all groups) and omitted the rest for
practical reasons.

Before we broke down in sub groups, we did one card plenary (resources of fossil fuel
/ supply cost curve) to make everyone familiar with the procedure for the elicitation
and to create a shared understanding of the various pedigree criteria.

We concluded the workshop with a plenary session, reflecting on our experiences
with the method during the workshop. Observations made by group rapporteurs and
group members included:

• Participants were less shy in attributing high scores for value ladeness of
parameters than we had expected;

• Even though the parameters were clustered, the participants perceived them as
difficult to assess due to their rather specific nature. The card by card approach
starting with a brief discussion to clarify concepts and then focussing on each of
the pedigree aspects of parameter strength was therefore appreciated by
participants. It brings a lot of interesting points on the table and participants felt
that it helped them to assign pedigree scores to the parameters. However, the
group discussion lead to convergence in assessment scores.

• Several participants had difficulties with specifying likely uncertainty ranges for
many of the parameters because they lacked specific domain expertise to do so;

• Participants felt they could well fill in meaningful pedigree scores independent
from the group discussions;

• Due to lack of time some interesting in depth discussions per parameter had to be
cut of for the sake of completing the required set of cards;

• The majority of parameters scored relatively low on validation;
• The criteria methodological rigour and theoretical understanding were partly

ambiguous;
• Some participants found the ranges of freedom of interpretation in attributing

pedigree scores fairly high
• One participant indicated that he was familiar with concepts but not with precise

model implementation of these concepts. He recommended to do more translation
into generic concepts and do the elicitation exercise on that level.

• One participant missed the larger picture of long time dynamics. By the focus on
individual parameters you lose some view on the whole system, whereas he
believed that what really matters is uncertainty with regard to that overall structure
(note that model structure uncertainty is addressed in chapter 4 of this report)

• One participant pointed out that there is a difference between the discussion on
whether a certain concept is a right or wrong representation of reality and whether
you have the right value for a parameter to represent that concept. This distinction
was insufficiently made clear in the parallel group discussions.
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• One participant suggested that the workshop had been ambitious in covering all
aspects of this complex energy model. He considered it valuable to organize
several workshops (or one workshop with parallel sessions) with similar set up but
each focussed on specific issues with a much smaller sub domain of expertise, for
instance, the role of innovation in energy modelling, factors determining energy
demand and resources.

• There was some discussion whether the pedigree assessment could be extended
along the lines proposed in Corral, 2001, involving also criteria related to how the
model is used in the societal debate and policy process. This would involve
pedigree criteria such as accessibility and transparency of TIMER and the
information generated with the model, extended peer acceptance, cultural and
institutional dimensions and the like. Doing such would also require involvement
of an extended peer community in an elicitation procedure for scoring these
aspects. Some participants considered TIMER to be too remote from daily life to
do such an exercise with citizens. On the other hand, the ULYSSES project (see
e.g. http://www.zit.tu-darmstadt.de/ulysses/tutorial.htm) clearly demonstrated that
citizens can engage in a meaningful way with complex environmental assessment
models.

Overall there was a shared feeling amongst participants that the NUSAP method and
the elicitation procedure with the cards, though not straightforward to complete,
facilitates and structures a creative process and in depth discussion on and assessment
of uncertainty. The task of quality control in complex models is a complicated one
and the NUSAP method disciplines and supports this process.

6.7 Workshop results

After the workshop all the cards were collected and coded. A few experts took the
effort to complete also the cards from the set that were not done in the elicitation
sessions and handed these filled-in cards in later. We gave each expert a unique
number (numbered 1 to 18) and coded each card with that number together with a
code for the group this expert was in (numbered A, B C). This enables us to present
results anonymously while preserving the ability to see what scores were given by the
same expert. We entered all the scores in a database (using Excel) for further analysis.
In the analysis we treated results from the three groups separately so that we could
check for intergroup differences in results.

We used two different diagrams to graphically represent the results: radar diagrams,
and kite diagrams (Risbey, Van der Sluijs and Ravetz, 2001). We developed software
for producing the kite diagrams using the PHP scripting language for the web.
Interactive kite and radar diagram makers are available via the project web-site at
www.nusap.net. An example of both representations is given in Figure 6.1. Both
representations use polygons with one axis for each criterion, having 0 in the center of
the polygon and 4 on each corner point of the polygon. Note that we inverted the
scores for value-ladeness, so high value-ladeness is in the center and negligible value-
ladeness in on the corner point for that axis. This is to keep for all the criteria the
danger zone at the zero end of the scale (center) and the safe zone at the high end of
the scale (corner point).
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In the radar diagrams the scoring of each expert is represented by a line, using a
different color for each expert in the group, whereas also a line connecting the
average scores for each criterion is given (black line).

The kite diagrams follow a traffic light analogy. The green kite is spanned up by the
minimum scores in each group for each pedigree criterion; the orange kite (amber in
the traffic light) is spanned up by the maximum scores. The width of the orange band
between the green kite and the red area represents expert disagreement on the
pedigree scores for that variable. In some cases the size of the green area was strongly
influenced by a single deviating low score given by one of the six experts. In those
cases the light green kite shows what the green kite would look like if that outlier had
been omitted. Note that the algorithm for calculating the light green kite is such that
outliers are evaluated per pedigree criterion, so that outliers defining the light green
area need not be from the same expert.

The kite diagrams can be interpreted as follows: the green colored area reflects the
(apparent minimal consensus) strength of the underpinning of each parameter. The
more green you see in the diagram the stronger the underpinning is. The orange
colored zone shows the range of expert disagreement on that underpinning. The
remaining area is red. The more red you see the weaker the underpinning is (all
according to the assessment by the group of experts represented in the diagram). The
methodological advantage of representing the group results by a kite diagram is that
you can capture the information from all experts in the group without the need to
average expert opinion. Averaging expert opinion is a controversial issue in elicitation
methodologies (Reichert and Keith in press). A second advantage is that is provides a
fast and intuitive overview of parameter strength, preserving the underlying
information.

Example of radar diagram of the gas
depletion multiplier (on the card:
Resources of fossil fuels / supply cost
curve) as assessed by the 6 experts in group
A

Example of kite diagram of the gas
depletion multiplier (on the card:
Resources of fossil fuels / supply cost
curve) as assessed by the 6 experts in group
A

Figure 6.1 Example of representations of same results by radar diagram and kite diagram
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Average pedigree scores are summarized in Table 6.3. The full results are presented
in Appendix 6.5. Line diagrams are provided for all parameters where at least one
expert has attributed pedigree scores. Kite diagrams are given only for those cases
where we had full group results including all six experts in a group for that parameter.

We also calculated an overall average number for parameter strength. We did this as
follows:

For each individual expert we aggregated the pedigree scores to a single score for
strength by averaging the scores for all of the five pedigree criteria for which scores
were specified by that expert for that parameter. Note that the scores for value
ladeness were not used in calculating strength. This is because value ladeness only
characterises the nature of the parameter and says nothing on its strength. If one or
more criteria were not filled in by that expert or were considered not applicable to that
parameter, we left that criterion out in calculating the strength score. Our way of
calculating strength implies that we attributed equal weight to each of the 5 pedigree
criteria we used.

Then, we averaged all scores for strength from the individual experts to arrive at an
overall average strength for each parameter. We also calculated the standard deviation
to reflect the level of (dis)agreement amongst the experts on parameter strength. For
the parameters assessed by at least two groups we also provide the standard deviation
in the group averages. The results are presented in Table 6.4, ranked from low to high
strength.
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Table 6.3 Average scores (averaged over the experts who provided scores for that parameter) and standard deviations for self-assessment of
competence, value ladeness and the five pedigree criteria. Average scores < 1.4 are marked red. Average scores between 1.4 and 2.6 are marked amber.
Scores > 2.6 are marked green (for value ladeness green and red are reversed).

Competenc
e

value
ladeness

Proxy empirical theory method validation

Card Parameter µ σ µ σ µ σ µ σ µ σ µ σ µ σ
Structural change concept 1.5 1.3 2.6 0.5 2.7 0.7 3.2 1.1 2.0 0.6 1.5 0.8 0.9 0.2
Position maximum: 1.9 0.6 2.4 0.9 2.0 1.2 1.9 0.8 2.2 0.8 2.3 0.5 1.4 0.6

Structural change /
Growth elasticity

Saturation level: 1.9 0.6 2.9 1.0 1.8 0.9 1.3 0.7 1.4 0.6 1.8 0.6 0.7 0.6
OPEC threshold 2.0 0.7 1.8 1.2 1.3 0.5 1.3 0.9 1.5 0.5 1.2 0.9 0.7 0.7

Elasticity gas trade 1.4 1.0 2.3 1.0 2.3 0.9 1.6 0.7 1.8 0.8 1.5 0.8 0.9 0.9
Elasticity oil trade 1.4 1.0 2.3 1.0 2.3 0.9 1.6 0.7 1.8 0.8 1.5 0.8 0.9 0.9

Elasticity parameters
gas, oil and coal trade

Elasticity coal trade 1.4 1.0 2.3 1.0 2.3 0.9 1.6 0.7 1.8 0.8 1.5 0.8 0.9 0.9
a. Initial gas resource base 1.6 0.9 1.4 1.1 2.8 0.8 2.0 0.7 1.7 0.9 2.2 1.0 0.8 0.4
b. Initial assumed resource base for oil 2.0 0.0 3.0 0.0 1.0 0.0 1.0 0.0 3.0 0.0 1.0 0.0 1.0 0.0
g. Oil depletion multiplier 1.5 0.5 3.5 0.5 1.5 0.5 1.5 0.5 0.5 0.5 2.0 0.0 1.5 0.5

Resources of fossil
fuels

h. Gas depletion multiplier 1.6 0.9 2.8 1.1 2.8 1.3 0.9 0.5 1.8 1.3 1.8 0.8 0.6 0.6
Concept AEEI 1.6 1.2 1.0 1.0 2.2 0.9 1.6 0.5 2.7 0.5 1.5 0.5 1.5 0.5Autonomous Energy

Efficiency
Improvement

Percentage of autonomous improvement per year 2.0 1.0 2.6 0.8 2.1 1.0 1.6 0.7 1.7 0.7 1.6 0.6 1.0 0.5

Driving Forces: B1 Population Scenario 2.0 0.0 3.0 1.0 3.5 0.5 2.5 0.5 2.0 1.0 2.0 1.0 0.0 0.0
a. Learning rate energy conservation 2.1 0.9 1.9 1.0 2.5 1.0 1.6 0.8 1.6 0.6 2.2 1.0 1.2 0.8
b. Maximum reduction 2.3 1.2 2.5 0.8 1.7 0.5 0.8 0.4 2.0 0.6 1.0 0.6 0.8 0.4

Price induced energy
efficiency
improvement e. Pay back time 2.1 0.9 3.2 1.0 2.2 1.0 1.6 0.7 2.5 0.9 2.4 0.7 1.1 0.8

a. Nuclear 1.9 1.0 2.8 0.9 2.6 1.1 1.9 0.9 1.8 0.8 1.9 1.0 0.9 0.8
b. Solar&Wind 1.9 1.0 2.8 0.8 2.5 1.1 1.8 0.9 1.8 0.8 1.9 1.0 0.9 0.8
c. Gas 1.9 1.0 2.5 0.8 2.6 0.9 1.8 0.8 1.8 0.7 2.0 0.8 0.9 0.7
d. Oil 2.5 0.5 2.5 0.9 2.5 0.5 1.3 0.4 2.0 0.7 2.3 0.8 1.0 0.0
e. Coal (surface) 2.5 0.5 2.5 0.9 2.5 0.5 1.3 0.4 2.0 0.7 2.3 0.8 1.0 0.0

Learning rates

f. Biofuels 2.1 1.1 2.9 0.8 2.2 0.6 1.8 0.9 1.8 0.6 2.1 0.9 1.0 0.5
Oil capital output ratio for transport/refining 1.3 0.5 0.6 0.8 3.3 0.5 3.0 0.6 2.5 1.0 2.7 0.7 1.3 0.9
Other demandside assumptions Fuel specific efficiency in Thermal Electric 2.0 0.0 2.0 1.0 3.0 0.0 2.5 0.5 1.5 0.5 1.5 0.5 0.5 0.5
Other demandside assumptions Conversion Efficiency 2.3 0.5 1.3 0.5 3.0 0.0 2.0 0.8 3.0 0.8 1.7 0.5 1.0 0.8
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Competenc
e

value
ladeness

Proxy empirical theory method validation

Card Parameter µ σ µ σ µ σ µ σ µ σ µ σ µ σ
Other demandside assumptions Lifetime enduse capital 2.3 0.5 1.0 0.8 2.7 0.5 1.7 0.5 2.7 0.9 2.0 0.0 1.0 0.0
Other demandside assumptions Heat/electricity ratio 2.0 0.0 1.7 0.9 2.7 1.2 1.7 0.9 2.0 0.8 1.7 0.9 1.7 0.9
Driving Forces: Industry Value Added 2.5 0.5 1.0 1.0 2.5 0.5 1.8 0.3 3.0 1.0 2.5 0.5 1.0 1.0

Initial costs solar wind 1.8 0.4 2.4 1.2 2.3 0.7 2.8 0.7 2.9 0.6 2.1 0.8 2.4 0.7Initial costs solar wind
nuclear Initial costs nuclear 1.8 0.4 2.5 1.0 2.4 0.7 2.4 0.5 2.3 0.7 1.6 0.5 2.3 0.7
Driving Forces: B1 gdp scenario 2.5 0.5 1.0 1.0 2.5 0.5 2.5 0.5 2.5 0.5 2.5 0.5 1.0 0.0
Nuclear Depletion Multiplier 1.5 0.5 3.5 0.5 2.0 2.0 0.0 0.0 1.0 0.0 0.5 0.5 0.0 0.0
Initial land price 1.5 0.4 2.0 0.8 2.6 0.7 3.0 0.9 2.7 0.9 2.4 0.7 2.6 1.0
Averaged over all parameters: 1.9 0.7 2.3 0.9 2.4 0.7 1.8 0.6 2.0 0.7 1.8 0.7 1.1 0.6
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Table 6.4: Overall results for strength for all parameters for which at least one expert had provided
results. Definitions of the parameters can be found on the corresponding cards in
Appendix 6.2. The third column gives the number of experts who had completed scores
for each parameter. The fourth column gives strength averaged over all experts who
provided scores. The fifth column gives the standard deviation as an indicator for
expert(dis)agreement on strength. A low standard deviation corresponds to a high level
of agreement on parameter strength. Note that this indicator does not capture all aspects
of agreement as disagreement on individual pedigree criteria may cancel out in the
strength figures. The final column gives the standard deviation in group averages for
those parameters that were assessed by at least two of the three groups.

Card Parameter Number
of experts

Average
Strength

Standard
deviation

Standard
deviation
in group
averages

Nuclear Depletion
Multiplier

Nuclear Depletion Multiplier 2 0.7 0.5 n.a.

Price induced energy
efficiency improvement

b. Maximum reduction 6 1.3 0.4 n.a.

OPEC threshold OPEC threshold 7 1.3 0.6 n.a.
Resources of fossil fuels g. Oil depletion multiplier 2 1.4 0.2 n.a.
Resources of fossil fuels b. Initial assumed resource base for

oil
1 1.4 0.0 n.a.

Structural change /
Growth elasticity

Saturation level: 12 1.4 0.2 0.05

Resources of fossil fuels h. Gas depletion multiplier 18 1.6 0.5 0.1
Elasticity parameters
gas, oil and coal trade

Elasticity gas trade 18 1.6 0.6 0.2

Elasticity parameters
gas, oil and coal trade

Elasticity oil trade 18 1.6 0.6 0.2

Elasticity parameters
gas, oil and coal trade

Elasticity coal trade 18 1.6 0.6 0.2

Autonomous Energy
Efficiency Improvement

Percentage Autonomous Energy
Efficiency Improvement per year

16 1.6 0.6 0.4

Learning rates b. Solar&Wind 18 1.8 0.7 0.4
Learning rates f. Biofuels 9 1.8 0.5 n.a.
Learning rates d. Oil 4 1.8 0.2 n.a.
Learning rates e. Coal (surface) 4 1.8 0.2 n.a.
Other demandside
assumptions

Fuel specific efficiency in Thermal
Electric

2 1.8 0.2 n.a.

Price induced energy
efficiency improvement

a. Learning rate energy conservation 18 1.8 0.6 0.4

Learning rates a. Nuclear 18 1.8 0.7 0.4
Learning rates c. Gas 18 1.8 0.5 0.2
Autonomous Energy
Efficiency Improvement

Concept AEEI 6 1.9 0.5 n.a.

Resources of fossil fuels a. Initial gas resource base 18 1.9 0.4 0.1
Price induced energy
efficiency improvement

e. Pay back time 18 1.9 0.5 0.3

Structural change /
Growth elasticity

Position maximum: 12 2.0 0.6 0.5

Structural change /
Growth elasticity

Structural change concept 6 2.1 0.5 n.a.

Other demandside
assumptions

Conversion Efficiency 3 2.1 0.3 n.a.

Driving Forces: Industry Value Added 2 2.2 0.4 n.a.
Initial costs solar wind
nuclear

Initial costs nuclear 8 2.2 0.2 n.a.
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Card Parameter Number
of experts

Average
Strength

Standard
deviation

Standard
deviation
in group
averages

Driving Forces: B1
Population Scenario

Driving Forces: B1 Population
Scenario

2 2.2 0.2 n.a.

Other demandside
assumptions

Lifetime enduse capital 4 2.3 0.5 n.a.

Driving Forces: B1 gdp scenario 2 2.4 0.4 n.a.
Other demandside
assumptions

Heat/electricity ratio 4 2.4 1.0 n.a.

Initial costs solar wind
nuclear

Initial costs solar wind 8 2.5 0.4 n.a.

Initial land price Initial land price 8 2.5 0.8 n.a.
Oil capital output ratio
for transport/refining

Oil capital output ratio for
transport/refining

7 2.7 0.6 n.a.

Finally we gathered results for the likely uncertainty ranges in each parameter as they
were filled in by participants on the cards during the workshop. The ranges suggested
by the participants are presented in Appendix 6.6. For many parameters, substantial
differences exist between experts in the uncertainty ranges they consider likely ,
reflecting a high level of ignorance on these parameters.

When we compare the diagrams in Appendix 6.5 and look for the degree of inter and
intra group consistency in the results, we see that the criterion with the most
agreement between experts is validation, whereas the criterion with the highest
variation in scores across experts for the same variables is value ladeness. We observe
also a relatively high inter-expert variation in scores for theoretical understanding.

Relatively large inter group variability in scores are found for learning rates for
nuclear, autonomous energy efficiency improvement, structural change, price induced
energy efficiency improvement (learning rate for energy conservation and pay back
time) and trade elasticities for gas, oil and coal trade. For most other parameters the
variation in scores across groups is substantially lower and patterns in scores for those
parameters are to a certain degree consistent across groups.

For the card that was elicited in plenary (3, resources of fossil fuels) the differences in
scores between the three groups are the smallest. For example, for the initial gas
resource base there are consistently good scores for proxy and low scores for
validation across groups. For the gas depletion multiplier there is consistently low
validation and empirical basis and high proxy and value ladeness.7 This may imply
that group dynamics and different foci in the group discussions explain the observed
differences in the patterns of scores between the three groups.

Results indicate a range of attributes for the key TIMER parameters. For some
parameters, there is reasonable consistency across the group results, indicating a
convergence in view of the underpinnings of these parameters. As Table 6.4 shows,
the convergence within groups is always larger, and sometimes much larger, than
across the groups. This reflects the influence of discussion among the group members
                                                     
7 Note the inverted scale for value ladeness axis in the diagrams: high value ladeness is in the center of
the diagram not on the corner point.
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in the evaluation of strength. For other parameters there is considerable disagreement
within and across groups. For instance, large intra group disagreement exists on the
value ladeness of the initial gas resource base. We see a similar pattern of
disagreement on this score in all three groups. This could reflect a lack of expertise
within some groups, with some participants simply not able to make appropriate
judgements. However we have indications that this is not necessarily the case. That is
because participants working in the core of the field of energy systems analysis and
experts who gave a high score for their self assessment of competence on those
parameters also diverge from each other on their pedigree scores for these parameters.

Disagreement on pedigree scores may also stem from value ladeness, leading to
different interpretations. We investigated the correlation between value ladeness
scores and the standard deviations in the scores for each of the pedigree criteria.
Results are plotted in Figure 6.2

Figure 6.2 : The standard deviations in pedigree scores plotted against the value ladeness scores for
all variables that were assessed by at least 4 experts.

Figure 6.2 shows weak correlations for disagreement on basically all criteria.  The
relation between value ladenness and agreement on validation score may be explained
from the intuitive idea that something which is validated is less likely to be value
laden, so the higher the value ladeness is, the more agreement on low validation
scores may be expected. The relation with disagreement on proxy score is also
somewhat intuitive. If value ladenness is high, than an expert may give a high score
on proxy if the model represents his own beliefs and preferences, and a low proxy
score if it does not. So in a group of experts with value diversity, proxy scores for
value-laden parameters may be expected to diverge somewhat. However, the
correlations found here are far too weak to use as an explanation. Consequently we
interpret the diverging scores within and accross groups to reflect a higher degree of
ignorance on the underpinning of those key uncertain parameters. Therefore particular
care need to be taken when interpreting the strength of these parameters in a
diagnostic diagram to be discussed in section 6.7.
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We also looked at the eventual correlation between the pedigree scores themselves
and the value ladeness of the parameters. Results are given in Figure 6.3. Again we
see only very weak correlations, but there seems to be some tendency towards high
value ladenness corresponding to lower scores for all pedigree criteria..

Figure 6.3 The pedigree scores plotted against the value ladeness scores for all variables that were
assessed by at least 4 experts.
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6.8 Diagnostic diagram

Figure 6.4 combines results from the sensitivity analysis from chapter 5 and strength
assessments from Table 6.4 to produce a diagnostic diagram. The diagram shows each
of the selected TIMER variables plotted according to sensitivity and strength. The
sensitivity axis measures criticality of quantitative parameter uncertainty, using the
contribution to change in CO2 emissions from the Morris sensitivity runs discussed in
chapter 5 as a proxy. Results have been normalised for display (see Chapter 5). We
used the highest µ(µ) of the two Morris experiments. Because for one Morris run
results were judged to be unreliable (see chapter 5), we only had one result for a
number variables (indicated in diagram as "one missing") and for a few variables we
had no reliable results at all. As discussed in chapter 5, the ranking of Morris
sensitivity runs is more reliable than the actual percentages indicating the sensitivity.
By comparing the rankings with the other results we allocated an estimate to the
missing numbers. These results are indicated in the diagram with "preliminary".

The strength axis displays the pedigree scores for each variable averaged over the five
pedigree criteria and the experts who ranked the variable. The error bars about these
values indicate one standard deviation about the average expert value, to reflect the
associated degree of expert disagreement on pedigree scores. Results have been
plotted on a scale from 1 at the origin to zero on the right. With this convention the
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more “dangerous” variables are in the top right quadrant of the plot where sensitivity
is high and strength is low.

We refer to the top right quadrant region of the diagnostic diagram in particular as the
“danger zone”. However, note that it does not have sharp boundaries and is not
confined simply to the top right quadrant. The lower the contribution to sensitivity
and the higher the strength, the further out of the danger zone, but there is no strictly
“safe zone” as such. The term “danger zone” is simply shorthand notation for higher
sensitivity, lower strength combinations.

Figure 6.4 Diagnostic diagram for key uncertainties in TIMER model parameters.

Since the majority of averages is between a relatively small band (values between 0.3
and 0.6), the resolving power on strength is also relative weak. This comes down to
all scores reflecting a medium (0.3) to reasonably good (0.6) NUSAP strength. For
instance, for theoretical understanding this translates into ‘preliminary theory’ (a
value of 0.3) or ‘accepted theory with limited consensus’ (a value of 0.6) (see Table
6.1). Reasons for the limited resolving power on strength might include the
convergence process within groups, the process of calculating averages for pedrigree
scores and groups (divergence cancels out in this way), the extent to which theory in
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the field of energy system analysis and modelling is crystallised according to the
participants and the degree to which participants perceive themselves as experts.

Despite the relatively small band, we identified nevertheless three parameters as being
close to the danger zone: Structural change, B1 population scenario, and Autonomous
Energy Efficiency Improvement (AEEI). These variables have a large bearing on the
CO2 emission result but have only weak to moderate strength as judged from the
pedigree exercise. This makes intuitive sense in each case. Structural change in the
economy has a large bearing on energy demand and use and heavily conditions CO2
emissions. Further, structural change is represented in a highly idealised way in
energy models and does not have limited grounding in theory or data and has not well
been validated. Thus, its strength is weak to moderate (with the range here dependent
on the particular experts assessment). Similarly, the population scenario has a large
bearing on emissions via population loading on energy demand. The underpinnings of
population scenarios in terms of theory, data, and method are judged to be slightly
stronger (on average) than for the structural change variable, though still of only
moderate strength. Autonomous energy efficiency improvements affect emissions
strongly because of the role they play in translating demand for energy services into
actual consumption. The theory behind this concept and its rate of change is fairly
weak and there is little data to validate it. However there is some disagreement about
the actual underpinnings of the AEEI variables and its strength spans from weak to
moderate depending on the expert.

In interpreting the diagram, we must keep in mind that in calculating strength figures,
we weighted all pedigree criteria equally, whereas it may depend on the specific
nature of the parameter at hand what pedigree criteria are critical. Therefore, when a
variable is identified as important from the diagnostic diagram, one can get further
diagnostic aid by considering its underlying pedigree elements. If it has low strength,
the pedigree scores will reveal in particular why the average pedigree (strength) is
low. Reflection on the relative importance of these weaknesses in parameter
underpinning in view of the nature and characteristics of that parameter may be
needed for further meaningful interpretation and prioritisation of uncertainties.
Knowing which parts of the pedigree are weakest provides also provides guidance on
where to possibly improve it.

Attempts to increase the robustness of energy related CO2 emissions projections from
the model would naturally focus first in improving the underpinnings of the variables
closest to the danger zone discussed above. The next cluster of variables apparent in
the diagnostic diagram is the group with moderate sensitivity contributions and weak
to moderate strength in the centre of the diagram. This includes nuclear, learning solar
wind, price induced energy efficiency improvement, and the fuel specific efficiency in
thermal electric. As one descends the sensitivity axis in the diagnostic diagram to
cover variables with increasingly lower sensitivity contributions it is important to pay
particular attention to variables low in strength. When variables are particularly low in
strength, the theory, data, and method underlying their representation may be weak,
but basically we do not know whether they are well or less perfectly represented in the
model.  Information on sensitivity for these parameters, either high or low, is no
longer relevant with regard to their representation of “reality”, but is restricted to their
representation in TIMER.
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Another factor which can have a bearing on the position of variables in the diagnostic
diagram is the way in which interactions between variables are accounted for in the
sensitivity study. In a full Morris sensitivity study the influence of variation in all the
remaining variables is taken into account when the effect of any one variable is
studied. However the present study on which the sensitivities are based allowed only
subsets of other variables to vary while examining the effect of any one variable. The
sensitivities of some variables may be higher or lower when the full set of interactions
between variables is taken into account. This is visible from the sensitivity measures
for the same parameter in the different Morris experiments.

6.9 Conclusion and discussion

We assessed parameter pedigree and parameter value loading by means of a NUSAP
expert elicitation workshop. We limited the elicitation to those parameters identified
either as sensitive by the Morris analysis or as key uncertain parameter by expert
elicitation in a interview with one of the TIMER modellers. The pedigree of these
parameters was assessed by systematically evaluating the underpinning of the
numerals and the status and nature of the knowledge from which they stem. We
looked particularly at the following dimensions of parameter pedigree: proxy,
empirical basis, theoretical understanding, methodological rigour and validation.

Results indicate a range of attributes for the key TIMER parameters. For some
parameters there is reasonable consistency across the group results, indicating a
common view on the underpinnings of these parameters and that the pedigree scores
are meaningful. For other parameters there is considerable disagreement within and
across groups. For instance, large intra group disagreement exists on the value
ladeness of the initial gas resource base. We see a similar pattern of disagreement on
this score in all three groups. This could reflect a lack of expertise within some
groups, with some participants simply not able to make appropriate judgements.
However we have indications that this is not the case. That is because participants
working in the core of the field of energy systems analysis and experts who gave a
high score for their self assessment of competence on those parameters also diverge
from each other on their pedigree scores for these parameters. We also tested whether
value loading may explain differences in scores from different expert. However there
was no significant correlation between the standard deviation in pedigree scores and
degree of value ladeness. Consequently we interpret these diverging scores to reflect a
higher degree of ignorance on the underpinning of those key uncertain parameters.

Averaging scores for each of the pedigree criteria over all parameters assessed shows
that the average scores for all five pedigree criteria range from low (validation 1.1) to
medium (empirical: 1.8, method 1.8, theory 2.0 and proxy 2.4). The slightly higher
average score for theoretical understanding compared to empirical basis combined
with the consistently low scores for validation nicely reflect the inherent theory
ladeness of scenario studies of future developments, but in this case based on not so
well crystallised theory. The latter may reflect that the scientific discipline of energy
modelling and energy systems analysis is seen from an epistemological perspective in
a relatively early stage of its development. One implication is that it seems more
expectable that quantitative energy related CO2 emission projections will remain in
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flux over the coming years than that they will show to have converged in the coming
decade. It also could imply that energy modelling is in the phase where more research
may initially increase uncertainties by revealing new complexities not accounted for
earlier. Consequently, the level of uncertainty is not a suitable criterion for the quality
and progress in this complex field.

The diagnostic diagram provides a convenient way in which to view each of the key
parameters in terms of their relative contribution to sensitivity in output and relative
strength underlying their determination and representation. Neither of these
dimensions (sensitivity and strength) can be determined exactly, as is clear from the
discussions in this chapter. In addition, the majority of averages here is between a
relative small band which makes the resolving power on strength in this case
relatively weak. In other studies where the NUSAP diagnostic diagram was applied on
less complex models than TIMER the resolving power of the strength axis was
substantially larger (e.g. Van der Sluijs et al. 2002). However, by using systematic
methods to estimate the contribution to sensitivity (in this case, Morris in conjunction
with elicitations with the modellers) a reasonable ranking of key uncertainties can be
made. It is clear from the diagram which variables have relatively lower priority when
one aims to increase the insightfulness and reliability of model projections, and which
ones are more substantial contributors to overall uncertainty within the TIMER B1
scenario. Likewise, while strength is difficult to determine uniquely, variables with
relatively weaker or stronger pedigrees can be reasonably identified using the expert
elicitation methods applied here. As a result, the NUSAP method provides a useful
means to focus research efforts on the potentially most problematic parameters while
it at the same time pinpoints specific weaknesses in these parameters.

This has been the first test of the use of NUSAP on a model of such complexity as
TIMER. The results give enough support the thought that the method can usefully be
adapted and used for other complex model applications as well. This interpretation is
indirectly validated in a evaluative survey held after the workshop: the responding
participants unanimously answered the question whether they would like to see this
type of NUSAP workshop further applied, with Yes. The overall judgement of the
usefulness of the NUSAP workshop by the respondents to the survey was useful
(62%) to very useful (38%) on a five point scale from not useful at all to very useful.
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7 CONCLUSIONS

This project has used four complementary techniques to identify and assess key
uncertainties in the TIMER energy model, both qualitatively and quantitatively. The
TIMER energy model is part of RIVMs Integrated Model to Assess the Global
Environment (IMAGE). The TIMER model (Targets IMage Energy Regional model)
is a system-dynamics energy model that has, amongst others, has been used in the
development of the new IPCC emission scenarios. Uncertainty analysis in integrated
assessment models such as TIMER and IMAGE is complicated. Comprehensive
methods are needed to do this in a way that gives meaningful information. For our
analysis, we used the uncertainties in relation to the B1 scenario produced with
IMAGE/TIMER for the IPCC Special Report on Emissions Scenarios as case study.

In the field of integrated assessment modelling, uncertainty studies have mainly
involved methods for quantitative uncertainty analysis, varying form single and multi-
variate sensitivity analysis to stochastic modelling with Monte Carlo techniques (e.g.
Kann 1999). These quantitative mathematical techniques provide only a partial insight
into what is a very complex mass of uncertainties. And each of them is affected by
their own uncertainties, whose exploration has been beyond the scope of this project.
We may think of them as separate "images" of the uncertainty syndrome, deriving,
from separate "scans" on the analogy of X-Rays, MIR, ultrasound, etc. for a living
body. Each shows something, but none shows everything and each distorts and
conceals while it reveals. The use of qualitative assessment techniques in addition to
these quantitative techniques can help to partly overcome these problems.
Accordingly, in the present project, along with technical quantitative methods of
uncertainty analysis we have employed a complementary qualitative approach based
on the judgements of committed experts on the problems of uncertainty that they face.
The method applied is simple in nature, and enables only coarse judgements on the
system as a whole, but it provides insights that the technical methods cannot.

The concerted set of complementary methods, provide in their combination a richer
diagnosis of uncertainty than each of these methods alone. The complementary
methods chosen in this project are together a case specific implementation of the so
called NUSAP (acronym for Numeral Unit Spread Assessment Pedigree) approach to,
and philosophy of, uncertainty assessment and management in science for policy
(Funtowicz and Ravetz 1990). It has involved fine-tuning of different tools for
uncertainty assessment to match the specific case.

The set of methods by which NUSAP has been implemented in this project include:
(1) A comprehensive checklist for model quality assurance to identify key areas and
sources of uncertainties in the TIMER modelling process and to flag associated
pitfalls;
(2) A meta-level analysis of similarities and differences in the SRES scenario results
of the six energy models used for SRES, to explore by inter-model comparison the
potential roles of model structure uncertainties in the TIMER model;
(3) The Morris algorithm for multi variate sensitivity analysis to explore criticality of
uncertainty (inexactness) in model parameters in terms of the magnitude of its
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influence on the global annual CO2 emission projected by TIMER for the B1 story
line.
(4) A NUSAP expert elicitation workshop to systematically assess the pedigree of
those parameters whose uncertainty was identified as critical. This was done by
systematically evaluating the underpinning of the numerals and the status and nature
of the knowledge from which they stem. We looked particularly at the following
dimensions of parameter pedigree: proxy, empirical basis, theoretical understanding,
methodological rigour and validation.
(5) A combination of the results of 3 and 4 into a diagnostic diagram, differentiating
across parameters and prioritising uncertainties by the combination of criticality of
parameter inexactness (based on Morris) and parameter strength (based on pedigree).

We will summarise our findings for each of these phases of our NUSAP uncertainty
assessment.

Ad 1) Diagnosis of key issues and uncertainties based on the checklist
The checklist for quality assistance in environmental modelling described in Chapter
3 was used to help structure the problem context of the TIMER model. It was also
used to diagnose potential pitfalls that may arise in the process of developing the
model and disseminating results. By providing a structure in which a broad range of
different uncertainties are probed, it is intended to be able to highlight critical issues
and uncertainties fairly quickly. The checklist was developed and tested as an
elicitation tool in an iterative process by running it first with modellers from the
IMAGE group, and next with a modeller from the TIMER group at RIVM.

A broad range of issues was highlighted in using the checklist for TIMER. It is
important to be clear about the variables and scales in question. With this in mind, we
focused on global energy use and CO2 emissions over the longer term in TIMER; a
task for which the checklist indicates the model is intended to deal with. Other issues
highlighted from the checklist were model structure and parameter sensitivity. The
checklist indicated that both model structure and parameter sensitivity could be
important. The degree of importance of model structure uncertainties was unclear,
since the effects of alternative model structures had not been probed. A first step at
addressing model structure uncertainty was taken in the project via model
intercomparison on the range of SRES scenarios and was described in Chapter 4. For
uncertainty in model parameters, an extensive sensitivity analysis was conducted and
described in Chapter 5.

The checklist responses also indicated that potential key parameters in the model are
highly value-laden. To address this issue we included an assessment of degree of
value-ladeness of parameters and concepts in the workshop exercise to evaluate the
key model variables. The results from this exercise confirmed the initial diagnosis
from the checklist. Discussion on key model parameters during the checklist
elicitation indicated that some are better underpinned by theory and data than others.
In particular, validation of model outputs and parameters is hampered by a lack of
available data. To address this issue, we developed and applied a NUSAP pedigree
matrix to assess the different dimensions of strength underlying key model variables.
This analysis is described in Chapter 6 and provided further diagnostic evaluation of
the complex mass of uncertainties involved in CO2 emission scenario analysis with
the TIMER energy model.
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Checklist responses also indicated that “model completeness” is an important issue.
By this we mean that there are potentially a number of relevant processes for the
problem of interest that are not included in energy models - and these might well be
important in determining what energy futures come to bear. We did not address
model-completeness issues explicitly in the scope of this project. However, this issue
came up again in the TIMER workshop and it was clear that the concerns raised about
this in the checklist run are broadly shared. Though it is difficult to address, this will
need to be an active part of future research on model uncertainty issues. The checklist
also indicated a need for more stakeholder involvement in using the model and
assessing results. This concern was also echoed in the NUSAP expert elicitation
workshop. As for model-completeness, this remains a critical area for more active
research and dialogue.

Ad 2) potential role of model structure uncertainty
Our analysis of the role of model structure uncertainty had to be indirect and at a meta
level, because documentation available for most models is limited and rather
aggregated. Access to source code of the majority of these models is largely absent.
Consequently, detailed analysis of the influence of model structure differences on
model outcomes was not possible. It could be helpful for insight in criticality of model
structure uncertainties and interpretation of scenario results if modelling groups were
more comprehensive in documenting their models.

To assess the potential role of model structure uncertainty, we focused on the six
different models used for the IPCC Special Report on Emission Scenarios (SRES).
Each model is systematically present in each of the four storylines described in SRES.
We assume that systematic differences between models across storylines can be used
as a proxy for the influence of model structure on model projections. For that purpose
we analysed data series underlying the scenarios in order to trace back whether
differences between the scenarios are predominantly due either to differences in
model structure or to differences in value-laden interpretations of the future as
summarised within each story line.

Our meta analysis showed some systematic differences between the 6 SRES
modelling groups, some of which could be traced back to model structure or
assumptions. Our findings suggest that the influence on model outcome seems for
several fuels more attributable to scenario than to differences in model structure,
while for other fuels both factors seem to play a similar role. The latter group of fuels
includes oil, other renewables, biomass and to some degree coal and nuclear. The
largest differences between the modelling groups were found for ‘other 
and ‘nuclear power’. Very clear differences, which were are apparently at least partly
a reflection of differences in model structure, were also seen for coal (ASF model,
higher than other models), oil (ASF model, earlier peak) and nuclear power (MARIA
model).

There are large similarities between the models as well. This might be caused by the
harmonisation process of the SRES, by using similar databases for input parameters
and by agreement between the modellers on future trajectories. Based on the materials
we had available, it was not possible to fully disentangle the influences of storyline
applied and model structure in the result.
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We found that TIMER outcomes for SRES are always within the range drawn up by
the other models, indicating that the TIMER results can be better characterised as
main stream than as outlier in the sample of six models. Some (typical) characteristics
of TIMER in comparison with the other models are however:

• Energy demand is typically on the lower range, reflecting probably the saturation
mechanisms assumed in the model;

• The TIMER SRES scenario results have relatively high trajectories for oil and
natural gas, possibly reflecting the fact that models included both conventional
and unconventional resources in combination with technology development;

• The TIMER scenarios for modern biofuels and renewables are typically on the
lower end of the total range.

The model comparison further showed that several models included in the SRES
exercise use similar sources for their input parameters or are based on the same
original model. The fact that most models share the Rogner (1997) estimates for fossil
fuel resources could explain some of the consistency between the cumulative resource
use for the models. The likely similarities in model structure between the models that
are based on the same original models, are not clearly reflected in the results of the
quantitative comparison.

The phenomenon of common elements of data and model structure across the models
can mean two things: either it reflects that underlying theory and knowledge has
crystallised to well established knowledge, or it reflects a certain extent of anchoring
amid the quicksands of uncertainty,. This is a typical emergent and implicit strategy to
cope with uncertainty observed in various post normal domains of research (Van der
Sluijs 1997, van der Sluijs et al. 1998). In could also reflect a combination of both. In
view of the results of the checklist analysis and in view of the absence of high
pedigrees in our assessment of parameter strength (Chapter 6) the first hypothesis
seems not convincing. Although a further analysis of this issue is required, we tend to
tentatively interpret the observed common elements of data and code across the
models as reflecting anchoring. The implication of that interpretation is that
assessment of model structure uncertainty by model intercomparison is likely to lead
to a potentially substantial underestimation. It might have been better to compare the
models on the basis of less harmonised scenario's and more documentation of the
models, but neither were available.

Ad 3) Sensitivity analysis
By means of a sensitivity analysis we explored criticality of quantitative uncertainty
in parameters in terms of their relative importance in influencing model results.
TIMER contains 300 variables that serve as input to the model. Many of these are
differentiated in different dimensions of the model such as regions, sectors, energy
carriers, etc., leading to about 160,000 numerals at the differentiated level for the 300
parameters. To keep the exercise manageable we did the analysis on the aggregation
level of the 300 parameters. Parameters were varied over a range from 0.5 to 1.5 times
the B1 default values. The analysis focused on sensitivity of projected annual CO2

emissions in B1. In the analysis we used the Morris method (Morris 1991), a
sophisticated algorithm of sensitivity analysis where parameters are varied one step at
a time in such a way that in each step sensitivity of each parameter is explored for a
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different random sampling for the other parameters. In other words: if sensitivity of
one parameter is contingent on the values that other parameters may take, the Morris
method is likely to capture such dependencies.

The results show that the model outcome is sensitive to the quantitative uncertainty in
a substantial number of parameters (about one third). The combination of these
uncertainties may hence produce substantial spread in model outcome. We also found
that the sensitivity to uncertainty in a large number of parameters was contingent on
the particular combinations of samplings for other parameters, reflecting the curvi-
linear nature of many components of the TIMER model. The following input
variables and model components (groups of input variables) were identified as most
sensitive with regard to model output:

• Population levels and economic activity as main drivers;
• Variables related to the formulation of intra-sectoral structural change;
• Progress ratios to simulate technological improvements, used throughout the

model;
• Variables related to resources of fossil fuels (size and cost supply curves);
• Variables related to autonomous and price-induced energy efficiency

improvement;
• Variables related to initial costs and depletion of renewables.

This list of sensitive input variables is close to the one anticipated by the modellers of
TIMER. This indicates that modellers have a good intuition for the behaviour of their
model. The analysis revealed also few sensitive input variables additional to the ones
anticipated. This is useful information for future scenario development.

The analysis reported here focussed on sensitivity and not uncertainty. The results
may be biased by limiting the analysis to calculating sensitivity measures related to
one scenario only. Also the focus on the same percentage changes in all data entries
for one input variable is an approximation of the uncertainty ranges. For a small
number of parameters the default range over which parameters were varied (0.5 to 1.5
times base value) has been unlikely large, in particular for the structural change
parameters. On top of that, known interdependencies between those parameters were
ignored.

The quantitative uncertainty in input variables being identified as sensitive should be
further explored by means of a uncertainty analysis evaluating the propagation of
these uncertainties through the model. Obviously, the spread in model input should
reflect the probable range of input values rather than the possible range of input
values that was taken in this sensitivity analysis. The uncertainty analysis could also
address interdependencies and correlation between variables as is not possible in the
approach for sensitivity analysis followed here.

Ad 4) Parameter pedigree
We assessed parameter pedigree and parameter value loading by means of a NUSAP
expert elicitation workshop. We limited the elicitation to those parameters identified
either as sensitive by the Morris analysis or as a key uncertain parameter by expert
elicitation in a interview with one of the TIMER modellers. The pedigree of these
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parameters was assessed exploratory in a NUSAP expert elicitation workshop
evaluating the underpinning of the numerals and the status and nature of the
knowledge from which they stem. We looked particularly at the following dimensions
of parameter pedigree: proxy, empirical basis, theoretical understanding,
methodological rigour and validation.

Results indicate a range of attributes for the key TIMER parameters. For some
parameters there is reasonable consistency across the group results, indicating a
common view of the underpinnings of these parameters and that the pedigree scores
are meaningful. For other parameters there is considerable disagreement within and
across groups. We interpret these diverging scores to reflect a higher degree of
ignorance on the underpinning of those key uncertain parameters.

The pedigree elicitation procedure we developed and tested was experienced as a
demanding task. However, it was generally felt that it facilitates and structures a
creative process and in depth discussion on uncertainty, yielding a differentiated
insight into parameter strength that can easily and intuitively be represented and
communicated in kite diagrams. Kite diagrams, as produced on the basis of workshop
results, pinpoint particular weak areas in the knowledge base underpinning the
parameter at hand as well as expert disagreement on the underpinning. For further
analysis, corresponding radar diagrams can be inspected.

Averaging scores for each of the pedigree criteria over all parameters assessed shows
that the average scores for all five pedigree criteria range from low (validation 1.1) to
medium (empirical: 1.8, method 1.8, theory 2.0 and proxy 2.4, all on a scale from 0
(poor) to 4 (high)). The slightly higher average score for theoretical understanding
compared to empirical basis combined with the consistently low scores for validation
nicely reflect the inherent theory ladeness of scenario studies of future developments,
but in this case based on not so well crystallised theory. The latter may reflect that the
scientific discipline of energy modelling and energy systems analysis is, seen from an
epistemological perspective, in a relatively early stage of its development. One
implication is that it seems more expectable that quantitative energy related CO2

emission projections will remain in flux over the coming years than that they will
show to have converged in the coming decade. It could also imply that the discipline
of energy modelling is in a phase of development where more research may initially
increase uncertainties by revealing new complexities not accounted for earlier.
Consequently, the level of uncertainty is not a suitable indicator for the quality and
progress in this complex field.

Ad 5) Diagnostic diagram
Even though the scores for strength are between a relative small band (values between
0.3 and 0.6), the application of the diagnostic diagram to TIMER suggests that
meaningful results for strength and spread can be obtained for models of this level of
complexity.

The diagnostic diagram presented in Chapter 6 (Figure 6.4, Page 102) differentiates
across parameters and prioritises uncertainties by the combination of criticality of
parameter inexactness (based on Morris) and parameter strength (based on pedigree).
Further inspection showed that the parameters identified as key on the diagnostic
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diagram, typically have high expert spread on pedigree elements for theory, method,
and empirical dimensions.

There was no significant correlation between expert disagreement on parameter scores
and degree of value ladeness of the parameters. We therefore interpret our results to
imply that there is a fair degree of ignorance underlying these key uncertain
parameters.

More consistent pedigree scores for the key parameters were given for validation and
for the assessment of value-ladeness. The key variables are in general highly value
laden and contingent on future policy choices. Thus, a large measure of their
uncertainty is effectively irreducible. On the other hand, the key variables are all low
on the validation criterion. There is a lack of reliable independent data to assess the
representation of these variables. This lack can be partly addressed by further research
and monitoring. For key parameters such as structural change and AEEI, further
research is likely to provide more insight into their underlying mechanisms. This
offers hopes for gaining a better understanding of the energy-economy system, if not
for narrowing the spread in value- and policy-conditioned results per se.

The diagnostic diagram can provide an indication of where investments in research
might best be oriented to gain the highest efficiency in terms of improvement of the
models performance to make insightful projections of CO2 emissions as well as more
rapid insights into the key processes underlying future energy and greenhouse gas
scenarios.

In interpreting the results of our project, one should realise that these have been
conditioned on the specific designs in each step of analysis as well as on the foci
chosen. For instance, the choice of aggregation level in the sensitivity analysis has left
out the potential influence on sensitivity stemming from variation within and across
each of the dimensions for which the 300 parameters of TIMER are differentiated
(interregional variation, intersectoral variation, intertemporal variation and the like).
The focus on the B1 limits the results to the domain in the parameter hyper space
spanned up by the B1 storyline plus or minus 50% of the base values. It may well be
the case that for other story lines results may deviate for some parameters that may
become more sensitive in a world with higher energy demand than in B1. The equal
weight we put on the five pedigree criteria in calculating parameter strength may not
reflect the real relative importance of the five dimensions for individual parameters,
which may have led to over or underestimation of parameter strength.

Our choice to focus on CO2 as key model output for our analysis of uncertainty was a
logic one for the project, as generation of time series for energy related greenhouse
gas emissions is the particular role of TIMER in the IMAGE framework. The non
CO2 greenhouse gasses in general exhibit in a qualitative sense similar trends as CO2.
For other applications of TIMER, for instance the projection of changes in fuel mixes
in energy supply, uncertainty in other parameters may be key, than the ones we
identified here.

Overall, the project indicates that the NUSAP method can be adapted and applied to
complex models in a meaningful way. The method helps to raise awareness amongst
the modellers and their users of critical issues of uncertainty. Its results can guide
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model improvement. The task of quality control in such complex models is a
complicated one but the NUSAP approach can help to discipline and guide this
process.

The checklist we developed and tested provided a quick scan of major areas of
concern and associated pitfalls in the complex mass of qualitative and quantitative
uncertainties. These major areas of concern were further zoomed in to by each of the
complementary methods used here to implement the NUSAP approach for this case.
The meta-level intercomparison of TIMER with the other five models used in the
SRES process gave us some insight in the potential roles of model structure
uncertainties. Sensitivity analysis supplemented with methods of expert elicitation
constitutes an efficient selection mechanism to further focus the diagnosis and
prioritising of key uncertainties. The pedigree elicitation procedure we developed and
tested facilitates and structures a creative process and in depth assessment of
uncertainty pinpointing particularly weak areas in the knowledge base underpinning
the parameter at hand as well as expert disagreement on the underpinning. The
diagnostic diagram puts spread and strength together to arrive at an overall overview
providing guidance in prioritisation of key uncertainties.
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APPENDIX 1.1: IPCC and UNFCC

José Potting1,2, Jeroen van der Sluijs2 , James Risbey2

1 Dept. of Science, Technology and Society of Utrecht University. Padualaan 14, NL-3584 CH Utrecht, the
Netherlands.
2 National Institute for Public Health and the Environment. PO-box 1, 3720 BA Bilthoven, the Netherlands.

Increasing scientific evidence of human interference with the climate system, coupled
with growing public concern over global environmental issues, began in the mid-1980s to
push climate change onto the political agenda. Recognising the needs of policy-makers
for authoritative and up-to-date scientific information, the World Meteorological
Organisation (WMO) and United Nations Environmental Program (UNEP) established
the Intergovernmental Panel on Climate Change (IPCC) in 1988. (IPCC 2001)

The role of the IPCC is to periodically assess the scientific, technical and socio-economic
information relevant for the understanding of the risk of climate change. IPCC does not
perform new research, nor does it monitor climate-related data. Its assessments are based
mainly on published and peer reviewed scientific and technical literature. IPCC has in the
mean produced a comprehensive Assessment Reports, Special Reports, Technical Papers,
methodologies and guidelines that have become standard works of reference. (IPCC
2001)

Working Group I of the IPCC recently made a strong contribution to the debate on the
actual existence and causes of the change in the earth’s climate with her report “Climate
change 2001: The scientific basis” (Albritton et al. 2001). This report concludes on the
basis of the increasing body of observations that the global average surface temperature
has increased over the 20th century by about 0.6 ±0.2 �C, and that – regional – changes
have also occurred in other important aspects related to climate like:

• Decreasing snow cover and ice extent,
• Rising of the global average sea level and ocean heat content,
• Increase of precipitation and heavy precipitation events,
• Increasing cloud cover,
• Reduction in frequency of extreme low temperatures,
• Warm El Nino episodes have been more frequent, persistent and intense.

Changes in climate occur as a result of internal variability within the climate system as
well as external factors, both natural and anthropogenic. Natural factors have made small
contributions to climate change according to Working Group I, but there is new and
strong evidence that most of the warming observed over the last 50 years is attributable to
greenhouse gasses from human activity. About three quarters of the anthropogenic
emissions is due to the burning of fossil fuels to fulfil our energy demand. The rest is
predominantly due to changes in land use and deforestation in particular. (Albritton et al.
2001)



The anticipated consequences of climate change can be dramatic, and available
observational evidence indicates that regional changes in climate already affected a
diverse set of physical and biological systems in many part of the world. Working group
II of the IPCC gives a number of examples in her report “Climate change 2001: Impacts
adaptation, and vulnerability” (Ahmad et al. 2001). Some of the observed changes are
shrinkage of glaciers, thawing of permafrost, later freezing and earlier break-up of ice on
rivers and lakes, lengthening of mid- to high latitude growing seasons, poleward and
altitudinal shifts of plant and animal ranges, declines of some plant and animal
populations, and earlier flowering of trees, emergence of insects, and egg-laying in birds.

The documents of IPCC play and have already played an important role in international
policy-making on climate change. IPCC’s First Assessment Report, which was published
in 1990, initiated the Intergovernmental Negotiating Committee for a UN Framework
Convention on Climate Change (UNFCCC) by the UN General Assembly. The UNFCCC
sets an "ultimate objective" of stabilising atmospheric concentrations of greenhouse gases
at safe levels. Such levels, which the Convention does not quantify, should be achieved
within a time frame sufficient to allow ecosystems to adapt naturally to climate change,
to ensure that food production is not threatened and to enable economic development to
proceed in a sustainable manner. (IPCC 2001, UNFCCC 2001)

The UNFCCC was adopted in 1992 and entered into force in 1994. It provides the overall
policy framework for addressing the climate change issue. To achieve this objective, all
countries have a general commitment to address climate change, adapt to its effects, and
report on the action that they are taking to implement the Convention. Individual and
legally binding emission reduction targets for industrialised countries are specified in the
Kyoto Protocol that was adopted in December 1997 after two and a half years of intense
negotiations. The Kyoto protocol commits industrialised countries1 to limit or reduce
their greenhouse gas emissions at least 5% on average from 1990 levels in the period
2008-2012. Individual targets vary from a -8% cut for the EU and several other countries,
to a +10% increase for Iceland. (UNFCCC 2001)
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APPENDIX 3.1 A CHECKLIST FOR QUALITY ASSITANCE IN
ENVIRONMENTAL MODELLING

Reprinted with permission from:

Risbey, J., van der Sluijs, J., Ravetz, J., and P. Janssen 2001: A checklist for quality assistance in
environmental modelling. Research Report E-2001-11 (ISBN 90-73958-66-0), Department of Science
Technology and Society, Utrecht University
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Annex 5-1: Program-code names and description of TIMER variables, B1 baseline values (current
values), maximum range as used in the sensitivity analysis (infinitive if not specied), and
likely range to be used in a next uncertainty analysis

Current value(s) Maximum range Likely range Unit Reference Description
(program code) lowest highest lowest highest lowest highest
main.em.GDP[NR17](t) 192.00 1.1E+05 0 150000 1995 US$ Historic data/scenario Gross Domestic Product
main.em.IVA[NR17](t) 31.00 2.9E+04 0 150000 1996 US$ Historic data/scenario Industry Value Added
main.em.PRIVC[NR17](t) 147.00 7.8E+04 0 150000 1997 US$ Historic data/scenario Private consumption
main.em.SVA[NR17](t) 63.68 7.8E+04 0 150000 1998 US$ Historic data/scenario Services Value Added
main.em.POP[NR17](t) 19.32 2.1E+03 Historic data/scenario Population
main.em.RURPOP[NR17](t) 0.11 0.94 0 1 Historic data/scenario Fraction rural population
main.em.UnitLabourCostinp[NR17](t) 192.00 1.1E+05 Historic data/scenario Unit labour cost equated to gdp/cap
main.em.discountrate[NR17](t) 0.10 0.10 0.02 1 0 0.25 Historic data/scenario Discount rate
main.em.CatchTransElast[NR17](t) 0.00 0.01 0 1 Historic data/scenario Transfer elasticity in catching up of technology
main.em.EnergyConv[NR17,3](t) -309.22 713.71 Conversion of fossil energy carriers into other cariers (coal

gasification etc.) - External scenario
main.em.BioProdMax[NR17] 1.6E+07 1.1E+11 Production level at which maximum price for biofuel production is

reached (maximum production)
main.em.CO2Target(t) 2.4E+12 8.1E+12 CO2 target scenario as comparison (e.g. 550 ppmv stabilisation)
main.em.BioDeplMultFac[NR17](bkfbio) 0.00 32.00 0 Multiplier by which yield is divided, function of

BFprodn/BFPotProdn
main.em.LandPrice_i[NR17] 472.08 2329.86 Price of land in 1970
main.em.TaxInd[NR17,NEC](t) 0.00 3.06 $/GJ Tax on secondary fuels for industry (1971-1995 hist, thereafter

scenario)
main.em.TaxTrp[NR17,NEC](t) 0.00 16.00 $/GJ Tax on secondary fuels for transport (1971-1995 hist, thereafter

scenario)
main.em.TaxRes[NR17,NEC](t) 0.00 10.00 $/GJ Tax on secondary fuels for residential (1971-1995 hist, thereafter

scenario)
main.em.TaxSer[NR17,NEC](t) 0.00 8.00 $/GJ Tax on secondary fuels for services (1971-1995 hist, thereafter

scenario)
main.em.TaxOth[NR17,NEC](t) 0.00 10.00 $/GJ Tax on secondary fuels for other (1971-1995 hist, thereafter

scenario)
main.em.DieselGasTaxRatio[NR17](t) 0.50 0.50
main.em.ImplMultGas[NR17,NS](t) 0.40 1.40
main.em.ImplMultOil[NR17,NS](t) 0.40 1.50



Current value(s) Maximum range Likely range Unit Reference Description
(program code) lowest highest lowest highest lowest highest
main.em.ImplMultCoal[NR17,NS](t) 0.95 3.00
main.em.TPESMARKER[5,9](t) 0.00 8.1E+11
main.em.RSEMARKER[5,9](t) 0.00 6.1E+11
main.em.BioSupplyBL[NR17,3](t) 0.00 1.8E+04
main.em.TPESBL[NR17,8](t) 0.00 5.5E+04
main.em.CO2BL[NR17](t) 4.4E+09 1.8E+12
main.em.UserCostNTBL[NR17](t) 1.4E+09 1.6E+12
main.em.UserCostBL[NR17](t) 1.4E+09 1.6E+12
main.em.TotInvBL[18,8](t) -

2.1E+08
9.1E+11

main.em.EXOCarbonTax[NR17](t) 0.00 0.00
main.em.EXOCgas[NR17](t) 0.33 1.00
main.em.EXOCoil[NR17](t) 0.20 1.00
main.em.EXOSFPrice[NR17](t) 0.01 10.85
main.em.EXOLFprice[NR17](t) 0.19 24.37
main.em.EXOGFprice[NR17](t) 0.14 20.75
main.em.EXOELprice[NR17](t) 2.56 71.41
main.em.EXOLLFprice[NR17](t) 0.57 28.45
main.em.EXOHLFprice[NR17](t) 0.19 14.22
main.em.TargetStorage[NR17](t) 0.00 0.00 0 1 GtC/yr Target for carbon removal and storage from power plants
main.em.BioSinks(t) 0.00 0.00
main.em.TargetStorageRSE[NR17](t) 0.00 0.00 0 1
main.em.dem.ConservInvCum_i[NR17,NS,NEF] 8.6E+07 9.6E+10 0.00 1.0E+09 1.0E+11 US$1995 Calibration Initial cumulative investments in energy conservation in the

baseyear (US$-1995)
main.em.dem.ConservPvalue[NR17,NS,NEF](t) 0.81 0.90 0.50 1.20 0.80 1.00 - Calibration Progress ratio for energy conservation technology
main.em.dem.ConservRevHtime[NR17,NS,NEF] 1.00 5.00 0.00 10.00 Years Exp.judgement Halftime of the allowed reversible decrease of energy conservation

fraction
main.em.dem.ConservRevMax[NR17,NS,NEF] 0.10 0.20 0.00 1.00 0.00 1.00 Fr. Exp.judgement Maximum of the allowed reversible decrease of energy

conservation fraction
main.em.dem.ConservCapTechLT[NR17,NS,NEF] 8.00 15.00 1.00 25.00 5.00 20.00 Years Exp.judgement Technical lifetime of end-use conservation capital (year)
main.em.dem.EndUseCapTechLT[NR17,NS,NEF] 8.00 15.00 1.00 25.00 5.00 20.00 Years Exp.judgement Technical lifetime of end-use, energy using capital (year)
main.em.dem.LoadFactor[NR17,NS,NEF] 0.20 0.60 0.10 1.00 0.30 0.60 - Exp.judgement Load factor (-)
main.em.dem.MargIntensStart[NR17,NS,NEF] 15.00 101.00 5.00 150.00 Years Calibration Regional starting point on the marginal intensity curve (world) in

the baseyear (year)



Current value(s) Maximum range Likely range Unit Reference Description
(program code) lowest highest lowest highest lowest highest
main.em.dem.OMCost[NR17,NS,NEC] 0.00 0.50 0.20 0.50 1995$/GJ Exp.judgement Operation and maintenance costs
main.em.dem.SInvCost[NR17,NS,NEC] 0.00 500.00 0.00 1000.00 1995$/GJ ? Exp.judgement Specific investment costs
main.em.dem.CostUEInit[NR17,NS,NEF] 2.97 70.06 2.50 100.00 3.00 70.00 1995$/GJ Based on 1971 prices

and energy use
Initial price of useful energy - necessary in PIEEI formulation

main.em.dem.ConservDelayStep[NR17,NS,NEF] 4.00 4.00 1.00 12.00 0.00 5.00 Years Exp.judgement Number of years the energy conservation is delayed (year)
main.em.dem.TechFacInp[NR17,NS,NEF+2] 0.67 1.00 0.00 1.00 0.65 1.00 - Calibration Ratio between 1975 and 1971 technology in order to make sure

simulation matches historic data in 1995
main.em.dem.IntensRefFile[NR17,NS,NEF+2] 0.00 0.02 0.00 0.02 GJ/1995 US$ IEA data Intensity in reference year (1995) in order to result in 100% match

between simulation and model in 1995
main.em.dem.IntTotRevFactor(t) 1.00 1.00 0.00 1.00 - Choice Switch that determines whether model shows reversibility in

response to declining activity levels
main.em.dem.CalibFactor[NR17,NS,NEF+2] 0.84 1.07 0.80 1.20 - Calibration Factor that can be used to increase/reduce SC formulation to fit

history (at expense of missing match in 1995)
main.em.dem.IntUEc0File[NR17,NS,NEF+2] 0.00 0.00 - Calibration Parameters part of the SC formula
main.em.dem.IntUEc3File[NR17,NS,NEF+2] -2.81 0.00 0.00 - Calibration Parameters part of the SC formula
main.em.dem.IntUEc4File[NR17,NS,NEF+2] 1.00 1.00 - Calibration Parameters part of the SC formula: determines saturation level
main.em.dem.IntUEc4Fut[NR17,NS,NEF+2](t) 0.80 1.00 0.10 0.50 10.00 - Scenario Multiplyer on historic c4; determines future saturation level
main.em.dem.PosMaxFile[NR17,NS,NEF+2] 1189.22 1.0E+05 100.00 1.0E+05 1995US$ Calibration Position of maximum in energy intensity formulation
main.em.dem.IntensTBFile[NR17,NS,NEF+2] 0.00 0.00 GJ/1995 US$ Calibration A theoretical minimum for intensity
main.em.dem.DFRef[NR17,NS,NEF] 443.3 2.7E+04 443.00 27000 1995 US$ Historic data Value of activity indicator in 1995
main.em.dem.FracSat[NR17,NS] 0.05 0.12 0.05 0.12 Fr. Scenario  Relevant to estimate saturation value of energy use in case an

alternative driver
main.em.dem.CHINFAC[NR17,NS](t) 0.40 3.50 0.00 10.00 - Calibration Calibration factor to simulate historic discrepancies between

model results and historic data (used with care !!)
main.em.dem.TFMult[NR17] 0.04 0.04 - Calibration Determines future income elasticity as function of per capita

traditional fuel consumption
main.em.dem.TFelasIncHist[NR17] -3.00 -0.05 - Calibration&IEA

research
Gives historic income elasticity for traditional fuel consumption

main.em.dem.TFelasUrb[NR17] -0.50 -0.20 - Calibration&IEA
research

Determines dependency of trad. Fuel use on share urban
population

main.em.dem.TFelasAlt[NR17] 0.02 0.02 - IEA research Determines dependency of trad. fuel use on price of alternative
(oil price)

main.em.dem.TFFacSat[NR17] 0.00 0.33 GJ/cap Calibration Minimum level of traditional fuel use
main.em.dem.TradFuelInit[NR17] 1.39 16.41 0.00 20.00 GJ/cap IEA data Inititial consumption of traditional fuel (based on historic data)
main.em.dem.IndModBioFac[NR17] 0.00 0.05 0.00 1.00 Fr. Share of biomass use in industry that is assumed to be 'modern

biofuels
main.em.dem.TradFuelShare[NR17,NS](t) 0.00 0.97 0.00 1.00 Fr. IEA data Share in industry, services, transport and other of traditional

biofuels
main.em.dem.MShareExoFile[NR17,NS,(NEC-2)](t) 0.00 0.98 0.00 1.00 Fr. exogenous marketshare of commercial energy carriers in heat



Current value(s) Maximum range Likely range Unit Reference Description
(program code) lowest highest lowest highest lowest highest

(fraction)
main.em.dem.RatioLLF[NR17,NS](t) 0.06 1.00 0.00 1.00 Fr. IEA data (EDGAR) Ratio of LLF/HLF in end use liquid fuel use
main.em.dem.CostCurveScale[NR17,NS,NEF] 17.00 125.00 15.00 300.00 US$1995/GJsav

ed
Calibration Scaling constant for conservation cost curves (US$/GJsaved)

main.em.dem.CostCurveMax[NR17,NS,NEF] 0.80 0.80 0.20 1.00 0.60 0.90 Fr. Maximum intensity-reduction resulting from price changes
main.em.dem.EffSecFuel[NR17,NS,NEC](t) 0.15 1.00 0.00 1.00 Fr. Table of conversion efficiency from secondary energy to useful

energy (fraction)
main.em.dem.LOGMargIntens[NS,NEF](Tmei) -

2.8E+05
400.00 - Choice LOG value of the world curve specifying marginal energy

intensity (i.e. intensity
main.em.dem.TTAEEI[NR17](t) 1.00 1.40 0.00 2.00 - Scenario Effect of technology transfer (policy or autonomous) on AEEI
main.em.dem.MSharePriceElas[NR17,NS] 1.50 2.00 0.00 5.00 - Choice Price elasticity of the market shares of secondary energy carriers

(heat only) (-)
main.em.dem.CostCurveImprExo[NR17,NS,NEF](t) 0.00 0.01 0.00 0.02 Fr. Literature/scenario Table of autonomous decrease of conservation cost curves
main.em.dem.PremFacSecFuel[NR17,NS,NEC](t) 0.60 20.00 0.50 25.00 Calibration Table of premium factor to the price of secondary energy carriers

(fraction)
main.em.dem.HPUERatioFut[NR17,NS](t) 0.25 1.00 0.00 1.00 - Scenario Ratio between heat and electricity; scenario parameter (-)
main.em.dem.SecHeatFutMS[NR17,NS](t) 0.00 0.53 0.00 1.00 Fr. Scenario Secondary heat consumption (% of total consumption)
main.em.dem.NonEnInt[NR17](t) 0.40 5.00 GJ/1995 US$ Historic : IEA Energy intensity of non-energy use vis-à-vis IVA
main.em.dem.NonEnEffImpr[NR17](t) 0.00 0.01 0.00 0.02 Fr. Calibration Annual improvement of energy intensity of non-energy use vis-à-

vis IVA
main.em.dem.PayBackTimefut[NR17,NS,NEF] 3.00 6.50 0.50 7.00 Years Scenario Payback time in future
main.em.dem.GasDieselFrac[NR17](t) 0.20 0.80 0.00 1.00 Fr. Historic : IEA Fraction of diesel in total transport fuel demand (only relevant for

emissions)
main.em.ep.EPG_FracLLF[NR17](t) 0.00 0.74 0 1 Share of LLF in liquid fuel use for elecitricity production
main.em.ep.NTE_NNProdMax[NR17] 1.2E+10 9.2E+10 Maximum potential for Non Nuclear NTE production (solar/wind)
main.em.ep.HydroPotCapacity[NR17] 3.6E+04 9.2E+05 MWe Potential capacity of hydro power (absolute maximum)
main.em.ep.GrossTransFactor[NR17](t) 0.07 0.30 0 Gross transformation factor (= net electricity trade, own use,

distribution losses and use in other energy transformation sectors)
main.em.ep.EPTDCapPerMWe[NR17](t) 1.1E+05 5.5E+05 $/MWe Capital costs of electricity transmission and distribution
main.em.ep.AvailInvestm[NR17](t) 1.0E+15 1.0E+15 0 $/yr Available capital for investments (in case of capital constraint

scenario)
main.em.ep.SupprDemandfactor[NR17](t) 1.00 1.00 Factor indicating part of electricity demand that is met by

production
main.em.ep.Elecnetimp[NR17](t) -

1.6E+08
1.7E+08 GJe Net electricity imports

main.em.ep.TEEffFuelSpecFile[NR17,FOSSIL](t) 0.22 0.57 0.10 0.90 fraction Fuel specific efficiency in Thermal Electric TE (FOSSIL=coal,
oil,gas)

main.em.ep.TESpInvCost2[NR17,FOSSIL](t) 4.0E+05 1.6E+06 $/MWe Specific investment costs for TE production per fossil fuel type
main.em.ep.FGDRedFactor[NR17](t) 0.00 0.95 0 1 >=ActV a*lowest fraction Fraction with which sulfur oxide is removed in Flue Gas Desulf



Current value(s) Maximum range Likely range Unit Reference Description
(program code) lowest highest lowest highest lowest highest

al2000 FGD processes
main.em.ep.SSpecEmCoal[NR17] 0.00 0.00 tS/yr Sulfur emission from coal burning
main.em.ep.CHPEff[NR17](t) 0.45 0.55 0 1
main.em.ep.StorageIncrCost 0.30 0.30 Increase in TE production costs due to CO2 removal and storage

WORKS ON WHAT?
main.em.ep.NTEBaseLoadFactorSpec[NR17,2](t) 0.35 0.75 0.1 0.9 hr per 8760 hr Base loadfactor of NTE power plants
main.em.ep.NTESpInvCostINIT[NR17,2] 2.8E+06 9.3E+06 $/MWe Specific Investment costs for nuclear electricity
main.em.ep.NTE_NNDeplMultFac[NR17](bkfnn) 0.00 5.00 Increase in NTE production costs along with production capacity

due to depletion
main.em.ep.HydroCapacityHist[NR17](t) 0.00 1.5E+05 MWe Historical data for installed capacity of hydro power
main.em.ep.HydroLoadFactor[NR17](t) 0.21 0.79 0.1 0.9 hr per 8760 hr Load factor of hydro power plants
main.em.ep.HydroSpInvCost1990[NR17] 1.5E+06 1.0E+07 $/MWe Specific investment costs for hydro production
main.em.ep.ElecCapacityTrendHor[NR17] 3.00 3.00 2.00 yr Anticipation of demand planning horizon in electric power

planning
main.em.ep.PeakLoadFactorMax[NR17] 0.20 0.30 0.05 0.5 hr per 8760 hr Maximum allowed peak loadfactor
main.em.ep.FracDemBL[NR17] 0.86 0.90 0.30 0.95 hr per 8760 hr BaseLoad share in electricity demand as fraction of demand asked

more than x hr/yr
main.em.ep.EPEconLT[NR17](t) 12.00 12.00 1 yr Economic Lifetime of electricity production
main.em.ep.EPTDTechnLT[NR17] 40.00 40.00 1 yr Technical lifetime of transmission/distribution capital
main.em.ep.EPTDEconLT[NR17] 30.00 30.00 1 yr Economic lifetime of transmission/distribution capital
main.em.ep.TENTEAdjTime[NR17] 4.00 4.00 1 Adjustment time in TE/NTE substitution process in EPG

investments
main.em.ep.TENTELogitPar[NR17](t) 2.50 4.05 0 10.00 Cross-price elasticity in mult log fct determining the shares of TE

and NTE in new EPG-investments
main.em.ep.ReserveFactorDes[NR17] 1.10 1.10 1.00 2.00 fraction Desired reserve factor as ratio of desired installed and actual

installed capacity
main.em.ep.TEBaseLoadFactor[NR17](t) 0.53 0.89 0.1 0.9 hr per 8760 hr Base loadfactor of thermal power plants
main.em.ep.TETechnLT[NR17] 25.00 25.00 1 yr Technical lifetime of TE production capital
main.em.ep.TEFuelAdjTime[NR17] 7.00 7.00 1 yr Adjustment time in fuel substitution process in TE
main.em.ep.TEConstrDel[NR17] 3.00 3.00 yr Delay for construction of TE production capital
main.em.ep.TELogitPar[NR17] 1.98 2.07 0 10.00 Cross-price elasticity in mult log fct determining the market shares

of fossil fuels in TE production
main.em.ep.TEFuelPremium[NR17,FOSSIL](t) 0.45 45.00 Premium value for different fuel types in TE production as

multiplication factor
main.em.ep.NTETechnLT[NR17] 25.00 25.00 1 yr Technical lifetime of NTE production capital
main.em.ep.NTETimeStartLearn[NR17] 1960.00 1960.00 Year in which learning for NTE starts
main.em.ep.NTEConstrTime[NR17] 8.00 8.00 1 yr Time required for constructing NTE capital
main.em.ep.NTEPvalueSc[NR17,2](t) 0.85 1.04 0.50 1.20 Progress ratio  for NTE production as fraction decline in spec. inv.



Current value(s) Maximum range Likely range Unit Reference Description
(program code) lowest highest lowest highest lowest highest

costs per doubling of cum.prodn.
main.em.ep.NTEDemoFrac[NR17](t) 0.00 0.34 0 1 Fraction desired of Electricity Demand forcefully met by NTE

Demo overruling price-market
main.em.ep.NTEMaxFracOfPeak[NR17] 0.90 0.90 0 1 Maximum allowed NTE excess production as a fraction of total

peak electricity demand
main.em.ep.NNDemoFrac[NR17](t) 0.00 0.50 0 1 Fraction desired of Electricity Demand forcefully met by NN

Demo overruling price-market
main.em.ep.HydroDesFracPotCapacity[NR17](t) 0.01 0.99 0 1 fraction Desired fraction of hydropower potential capacity to be operating
main.em.ep.HydroTechnLT[NR17] 50.00 50.00 1 yr Technical lifetime of hydro production capital
main.em.ep.NTECapacityUndConstr_i[NR17] 0.00 2.1E+04 0 MWe NTE capital under construction in start year of simulation
main.em.ep.NTECapacity_i[NR17] 0.00 9548.00 0 MWe Initial (1971) NTE capital
main.em.ep.NTECumLearn_i[NR17,NTEN] 3.8E+06 4.0E+08 0 GJe Cumulative production of NTE prodn before 1970 (denominator in

learning equation)
main.em.ep.NTEshareEPInv_i[NR17] 0.00 0.06 0 1 fraction Initial )1971) share in total investments for NTE
main.em.ep.TECapacity_i[NR17] 254.90 3.6E+05 $ Initial (1971) TE capital
main.em.ep.TEMShare_i[NR17,FOSSIL] 0.00 1.00 0 1 Initial (1971) market shares of different fuel types
main.em.ep.ReqInv_i[NR17] 1.0E+09 1.0E+09 0 $ Initial (1971) required investments in electricity production
main.em.cl.UCReserveIdent_i[NR17] 3.1E+09 1.5E+13 0.00 GJ USGS/BP Initial (1971) identified reserve for Underground Coal (part of

resource)
main.em.cl.SCReserveIdent_i[NR17] 1.0E+06 2.7E+12 0.00 GJ USGS/BP Initial (1971) identified reserve for Surface Coal (part of resource)
main.em.cl.SCFixedCapOutRatio_i[NR17] 2.00 150.00 0.00 0 10 $/GJ/yr Initial (1971) capital-output ratio in SC mining
main.em.cl.SCProdCum_i[NR17] 21.01 3.2E+11 0.00 GJ Cumulated SC (=brown coal) production in base year 1971

(denominator in learning)
main.em.cl.SCLearnCum_i[NR17] 500.00 1.0E+10 0.00 Cumulative SC production in baseyear (should be equal to

SCProdCum_i but is not !!!)
main.em.cl.SCResource_i[NR17] 6.3E+05 1.0E+13 0.00 GJ Initial (1971) resource of SC coal
main.em.cl.UCLabSupply_i[NR17] 90.00 2.0E+06 0.00 person Labour supply for UC mining, baseyear
main.em.cl.UCProdCum_i[NR17] 5.9E+05 7.2E+11 0.00 GJ Cumulated UC (=other coal) production in base year 1971

(denominator in learning)
main.em.cl.UCResource_i[NR17] 6.5E+09 1.1E+14 0.00 GJ Initial (1971) resource of UC coal
main.em.cl.AdjRate[NR17] 1.00 1.00 0.00 yr Adjustment rate for health & safety multiplier in UC mining (see

Naill, 1977)
main.em.cl.CoalCapacUtilFrac[NR17](cdtcpc) 0.00 2.00 NOT USED Fraction indicating utilization of coal production capacity as a

function of the ratio coal demand/capacity
main.em.cl.CoalLogitPar[NR17] 2.50 3.00 0 10 1 5 Calibration Parameter of multinomial logit function for determining share of

investments in UC and SC
main.em.cl.CoalPlannHor[NR17] 5.00 5.00 2 2 5 yr Planning horizon for coal production
main.em.cl.HAWR[NR17] 0.00 0.00 0.00 Adjustment rate for hiring UC labourers (see Naill, 1977)
main.em.cl.HiringAdjTime[NR17](puh) 0.00 14.00 0.00 yr Delay time required for hiring new labour (see Naill, 1977)



Current value(s) Maximum range Likely range Unit Reference Description
(program code) lowest highest lowest highest lowest highest
main.em.cl.PAR[NR17] 0.60 1.00 0 10.00
main.em.cl.PriceCapacUtilMult[NR17](cdtcpc) 0.00 2.00 NOT USED Multiplier to include the effect of capacity utilization on the coal

price, as a function of the ratio coal demand/capacity
main.em.cl.ProdSafetyMult[NR17](ar) 0.00 1.40 Multiplier to include safety measures in UC production (see Naill,

1977)
main.em.cl.RPRDes[NR17] 50.00 50.00 0.00 yr Desired reserve production ratio RPR for coal
main.em.cl.SCConstrTime[NR17] 3.00 4.00 2 10 yr Construction time for new SC capital
main.em.cl.SCDiscExo[NR17](t) 0.00 0.00 0 Exogenous discovery rate for surface coal (not used)
main.em.cl.SCDeplMult[NR17](frcr) 0.00 70.00 based on Rogner, 1997 Depletion multiplier for SC (costs increase as function of

cumulated prodn)
main.em.cl.UCConstrTime[NR17] 3.00 3.00 1 2 10 yr Construction time for new UC capital
main.em.cl.UC_ProdCostMult_i[NR17] 0.45 3.00 0.00 Depletion multiplier for UC (costs increase as function of

cumulated prodn)
main.em.cl.UCDeplMult[NR17](frcr) 0.00 64.00 based on Rogner, 1997 Multiplier to indicate declining productivity of UC mines with

increasing depletion of the resource base
main.em.cl.UCDiscExo[NR17](t) 0.00 0.00 0 GJ/yr Exogenous discovery rate for SC (not used)
main.em.cl.UCTechnLT[NR17](t) 15.00 15.00 1 yr Technical lifetime for UC capital
main.em.cl.CoalEconLT[NR17](t) 8.00 8.00 1 yr Economic lifetime of coal producing capital
main.em.cl.SCTechnLT[NR17](t) 15.00 15.00 1 yr Technical lfetime of surface coal producing capital
main.em.cl.TradeParCoal[NR17] 5.00 5.00 0.00 10.00 Parameter of multinomial logit function for determining coal trade
main.em.cl.DISTANCE[NR17,NR17] 0.10 24.45 km  matrix with distances between major coal trade ports
main.em.cl.CoalPrice_i[NR17] 0.50 50.00 0.05 $/GJ Initial coal price
main.em.cl.TradeBiasMultCoal(op) 1.00 10.00
main.em.cl.PremMult(op) 1.00 1.00
main.em.cl.CoalMineSFrac[NR17](t) 0.00 0.02 fraction Sulphur fraction of coal at minemouth
main.em.cl.SSpecEmCoal[NR17] 0.00 0.00 tS/GJ ? Specific sulphur emission coefficient for coal
main.em.cl.CoalDesGrossMargin[NR17] 0.20 0.40 fraction Desired Gross Margin DGM on coal production
main.em.cl.CoalProcOvFac[NR17](t) 0.10 1.20 fraction Coal losses in coal processing factor
main.em.cl.SCPValue[NR17](t) 0.85 0.98 0.50 1.20 0.8 1 Progress ratio for learning in SC mining
main.em.cl.UCRelLabCost[NR17](t) 1.00 1.50 1 5 Ratio between labour costs in UC mines and

UnitLabourCostInp=GDP/cap
main.em.cl.CoalTransfFrac[NR17](t) 0.00 0.80 0 fraction Coal losses and energy sector consumption fraction
main.em.cl.COALFRACDEMCONSTR[NR17](t) 0.00 1.00 0 1 fraction Exogenous constraint on which share of consumption can be met

by imports
main.em.cl.COALFRACSUPCONSTR[NR17](t) 0.00 1000.00 0 1000 fraction Exogenous constraint on how many times domestic production can

be exported
main.em.cl.CoalFracDemFut[NR17](t) 0.00 1.00 0 1 fraction Scenario value of fraction coal demand imported
main.em.cl.PREMCOALDIS[NR17](t) 0.00 2.50 -10.00 10.00 $/GJ Added cost for inland transport



Current value(s) Maximum range Likely range Unit Reference Description
(program code) lowest highest lowest highest lowest highest
main.em.cl.PREMCOALTRD[NR17](t) 0.90 1.00 -10.00 10.00 multiplier on coal in interregional trade
main.em.cl.TRANSCOST(t) 45.00 60.00 $/GJ/km Specific overseas transport cost of coal NOT ON LAND?
main.em.cl.DIFTRANSPORT[NR17,NR17](t) 0.90 5.00 Artificial trade barrier: Conversion from actual km' in distance

matrix to ocean-shipping equivalent km'
main.em.cl.CoalFracSupFut[NR17](t) 0.00 10.00 fraction Scenario value of fraction coal supplied exported
main.em.ol.BLFYieldFact_i[NR17] 200.00 230.00 GJ/ha TES Initial yield for biofuel production plantages
main.em.ol.BLFDesGrossMargin[NR17] 0.08 0.08 0.00 1.00 0.05 0.3 - Expert judgement Minimum desired gross margin of BLF production
main.em.ol.BLFMShareAdjTime[NR17] 5.00 5.00 1.00 year Expert judgement Time delay market penetration BLF
main.em.ol.BLFCORInit[NR17] 14.50 14.50 $/GJ Expert judgement Capital-output ration for BLF production (crude production)
main.em.ol.BLFConvCOR_i[NR17] 87.50 87.50 $/GJ Expert judgement Capital-output ration for BLF production (conversion technology)
main.em.ol.BLFLearnCum_i[NR17] 1.1E+07 1.1E+07 Calibration Initial cumulated BLF production used for calculating the learning

factor
main.em.ol.BLFTechnLT[NR17](t) 15.00 15.00 1.00 - Expert judgement Technical lifetime of BLF capital stock
main.em.ol.BLFTimeSL[NR17] 1970.00 1970.00 year Expert judgement Year at which the learning in BLF production starts
main.em.ol.OilBLFLogitPar[NR17] 4.00 4.00 0.00 10.00 1 10 - Expert judgement Determines market based penetration of BLF (price sensitivity)
main.em.ol.OilProdDeplMult[NR17](oo) 0.00 92.89 - Rogner Production - depletion multiplier for oil production
main.em.ol.OilProdCum_i[NR17] 1.0E+08 6.1E+11 GJ Estimate Initial cumulated oil production used for calculating the learning

factor
main.em.ol.OilDesGrossMargin[NR17] 0.20 0.20 0.00 1.00 - Expert judgement Minimum desired gross margin of oil production
main.em.ol.OilResource_i[NR17] 2.6E+09 2.4E+13 0.00 GJ Rogner Initial assumed resource base for oil
main.em.ol.OilCost_i[NR17] 0.45 3.40 0.05 1995$/GJ Historic data Initial production costs
main.em.ol.OilRPRDes[NR17] 15.00 15.00 0.00 year Calibration Desired reserve/production ratio
main.em.ol.DemSupPriceMult(op) 0.20 3.50 - Calibration Multiplier on prices based on market shortages / production on

maximum capacity
main.em.ol.EPIPOil[NR17](oa) 0.00 2.00 - Calibration Multiplier indicating the Expected Profit from Investments in

Production
main.em.ol.PriceRatioLLFHLF[NR17] 2.00 2.00 0.08 1 3 - Calibration/data Determines price setting between LLF and HLF fuels
main.em.ol.OilTechMaxFrac[NR17] 0.15 0.15 0.02 1.00 - Expert judgement Technical Maximum (fraction) which can be produced from

reserve
main.em.ol.OilTechnLT[NR17](t) 15.00 15.00 1.00 10 30 year Expert judgement Technical lifetime of all [crude] oil capital stocks
main.em.ol.LFEconLT[NR17](t) 5.00 5.00 1.00 3 10 year Expert judgement Economic lifetime of all liquid fuel capital stocks
main.em.ol.OilExplExo[NR17](t) 0.00 4.0E+10 0.00 GJ Exogenous exploration rate for oil (additional to investment-

driven exploration) (not used)
main.em.ol.OilTRCapOutRatio_i[NR17] 3.60 4.00 Calibration Oil capital output ratio for transport/refining
main.em.ol.DifTransport[NR17,NR17](t) 1.00 2.00 Calibration Difficulti matrix for interregional trade
main.em.ol.distance[NR17,NR17](t) 0.10 24.45 0.00 40.00 1000 km Data Distance matix for interregional trade
main.em.ol.TradeBiasMultOil(op) 1.00 10.00 Calibration



Current value(s) Maximum range Likely range Unit Reference Description
(program code) lowest highest lowest highest lowest highest
main.em.ol.TradeBiasMultBLF(op) 1.00 10.00 Calibration
main.em.ol.TRElasBLF[NR17] 3.00 3.00 0.00 10.00 1 10 Calibration Sensitivity to prices in interregional BLF trade
main.em.ol.TRElasOil[NR17] 5.00 5.00 0.00 10.00 1 10 Expert judgement Sensitivity to prices in interregional oil trade
main.em.ol.shockoil[NR17](t) 0.00 5.33 Calibration Additional factor on prices to mimic historic price shocks
main.em.ol.OligoMult 0.30 0.30 Calibration Additional factor on prices for oligopolic regions
main.em.ol.OliTrsh 0.70 0.70 0.00 1.00 Calibration Determines who is oligopolic region
main.em.ol.BLFDemoFrac[NR17](t) 0.00 0.05 0.00 1.00 - Calibration Exogenously forced BLF as fraction of LLF demand
main.em.ol.BLFTarget[NR17](t) 0.00 0.00 0.00 1.00 - Exogenously forced BLF as fraction of LLF demand
main.em.ol.BLFPvalue[NR17](t) 0.90 0.95 0.50 1.20 0.8 1 - Calibration/expert

judgement
Progress ratio, costs declines for doubling of BLF production

main.em.ol.BLFPvalueConv[NR17](t) 0.85 0.90 0.50 1.20 0.8 1 - Calibration/expert
judgement

Progress ratio, costs declines for doubling of BLF conversion
(ethanol etc.)

main.em.ol.BLFtranscostpkm(t) 105.00 135.00 Calibration/expert
judgement

Transport costs for BLF

main.em.ol.BLFTransfFrac[NR17] 0.05 0.05 0.00 - Expert judgement Transformation and distribution losses as a fraction of domestic
BLF demand

main.em.ol.OilTransFrac[NR17](t) 0.00 0.34 0.00 1.00 - Historical data Transformation and distribution losses as a fraction of domestic oil
demand

main.em.ol.OilLearnExpTR(t) 0.90 0.90 0.8 1 - Calibration Progress ratio, costs declines for doubling of oil production for
transport/refining

main.em.ol.OilPValue[NR17](t) 0.70 0.97 0.50 1.20 0.7 1 Calibration Learning factor for oil production
main.em.ol.BunkerInt[NR17](t) 0.00 0.35 0.00 - Historical data Use of oil for ??? Bunkers
main.em.ol.BLFFracDemFut[NR17](t) 0.00 0.00 0.00 1.00 BLF import scenario in case of no endogenous trade modelling
main.em.ol.BLFFracSupFut[NR17](t) 0.00 0.00 BLF export scenario in case of no endogenous trade modelling
main.em.ol.OilFracSupFut[NR17](t) 0.00 0.58 Oil import scenario in case of no endogenous trade modelling
main.em.ol.OilFracDemFut[NR17](t) 0.00 1.00 0.00 1.00 Oil export scenario in case of no endogenous trade modelling
main.em.ol.OilFracDemConstr[NR17](t) 0.00 1.00 0.00 1.00 Calibration Constraints on oil import
main.em.ol.BLFFracDemConstr[NR17](t) 0.00 1.00 0.00 1.00 Calibration Constraints on BLF import
main.em.ol.transcost(t) 34.00 34.00 $/GJ-km Calibration/data Transport costs for oil
main.em.ol.premblf[NR17] 0.50 0.50 -10.00 10.00 - Calibration multiplier on regionally produced blf in trade module
main.em.ol.premoil[NR17] 0.62 1.53 -10.00 10.00 - Calibration multiplier on regionally produced oil in trade module
main.em.ol.OilExpConstMult[NR17](t) 1.00 100.00 0.00 100.00 Calibration Constraints on oil exports
main.em.gs.BGFYieldFact_i[NR17] 200.00 230.00 1.00 1000.00 GJ/ha TES Initial yield for biofuel production plantages
main.em.gs.BGFDesGrossMargin[NR17] 0.20 0.20 0.05 0.3 Expert judgement BioGaseousFuel BGF Desired Gross Margin for producers
main.em.gs.BGFMShareAdjTime[NR17] 5.00 5.00 1.00 Expert judgement Adjustment parameter to delay the market penetration of BLF
main.em.gs.BGFCORInit[NR17] 14.50 14.50 $/GJ Calibration Initial capital-output ratio for Biomass production
main.em.gs.BGFConvCOR_i[NR17] 65.00 65.00 Calibration Initial capital-output ratio for conversion of biofuels to BGF



Current value(s) Maximum range Likely range Unit Reference Description
(program code) lowest highest lowest highest lowest highest
main.em.gs.BGFLearnCum_i[NR17] 4.5E+06 4.5E+06 GJ Calibration Initial value for cumulated gaseous biofuel production for learning

by doing simulation
main.em.gs.BGFTechnLT[NR17](t) 15.00 15.00 1.00 year Expert judgement Technical lifetime of BGF capital stocks
main.em.gs.BGFTimeSL[NR17] 1970.00 1970.00 year Year at which the learning in BGF production starts
main.em.gs.GasBGFLogitPar[NR17] 4.00 4.00 0.00 10.00 1 5 Expert judgement Multinomial logit parameter which determines price difference

based BLF market penetration (zero means that price differences
have no role, high means important)

main.em.gs.GasProdDeplMult[NR17](gg) 0.00 126.28 - Rogner Production - depletion multiplier for gas production
main.em.gs.GasProdCum_i[NR17] 1.1E+05 3.4E+11 GJ Estimate Initial cumulated gas production used for calculating the learning

factor
main.em.gs.GasDesGrossMargin[NR17] 0.20 0.20 0.00 1.00 0.05 0.3 Expert judgement Desired Gross Margin for Natural Gas production
main.em.gs.GasResource_i[NR17] 4.7E+11 2.0E+14 0.00 GJ Rogner + prod90/95 Initial gas resource base
main.em.gs.GasCost_i[NR17] 0.27 5.00 Historical data initial gas production costs
main.em.gs.GasRPRDes[NR17] 25.00 30.00 0.00 year Calibration Desired reserve production ratio for gas
main.em.gs.DemSupPriceMult(op) 0.20 3.50 Calibration multiplier on prices as function of demand and supply of natural

gas
main.em.gs.EPIPGas[NR17](ga) 1.00 2.00 Davidsen/calibration Multiplier determining the exploration effort in Natural Gas as

function of expected price vs. costs (first column)  (Davidsen)
main.em.gs.GasTechMaxFrac[NR17] 0.15 0.15 0.02 1.00 - Expert judgement Technical Maximum (fraction) which can be produced from

reserve
main.em.gs.GasTechnLT[NR17](t) 15.00 15.00 10 30 year Expert judgement Technical lifetime of all gas capital stocks
main.em.gs.GasEconLT[NR17](t) 5.00 5.00 3 10 Expert judgement Economic liftetime of all gas capital stocks
main.em.gs.GasTRCapOutRatio_i[NR17] 5.60 6.40 Calibration Capital output ratio for transport and distribution of NG to end-

user
main.em.gs.DifTransport[NR17,NR17](t) 1.00 1.60 Calibration Difficulty matrix for international transport
main.em.gs.distance[NR17,NR17](t) 0.15 24.45 Data Distance matix
main.em.gs.PREMMult(op) 1.00 10.00
main.em.gs.PREMMultBGF(op) 1.00 10.00
main.em.gs.TRElasGas[NR17] 5.00 5.00 0.00 10.00 1 5 Expert judgement Sensitivity to price differences in gas trade
main.em.gs.TRElasBGF[NR17] 3.00 3.00 0.00 10.00 1 5 Expert judgement Sensitivity to price differences in BLF trade
main.em.gs.shockgas[NR17](t) 0.00 2.67 Calibration Exogenous price shock to include impact of oil crises
main.em.gs.OligoMult 0.30 0.30 Calibration Additional rent for oligopolic producers
main.em.gs.OliTrsh 0.00 0.00 0.00 1.00 Calibration Identifies oligopolic producerts
main.em.gs.BGFDemoFrac[NR17](t) 0.00 0.05 0.00 1.00 Calibration Exogenously forced BGF as fraction of LLF demand
main.em.gs.BGFAddLearn[NR17](t) 0.00 0.00 Calibration Exogenously forced BGF as fraction of LLF demand
main.em.gs.BGFPvalue[NR17](t) 0.90 0.95 0.50 1.20 0.8 1 - Calibration/data Learning rate for BGF
main.em.gs.BGFPvalueConv[NR17](t) 0.85 0.90 0.8 1 - Calibration/data Progress ratio, costs declines for doubling of BGF conversion

(ethanol etc.)



Current value(s) Maximum range Likely range Unit Reference Description
(program code) lowest highest lowest highest lowest highest
main.em.gs.BGFtranscostpkm(t) 125.00 162.00 Transport costs per km for biofuels
main.em.gs.BGFTransfFrac[NR17] 0.05 0.05 0.00 0 0.2 - Calibration Transform and distribution losses for BGF
main.em.gs.GasTransFrac[NR17](t) 0.00 2.64 - Calibration Transformation and distribution losses as a fraction of domestic

Gas demand
main.em.gs.GasPvalueTR(t) 0.91 0.95 0.50 1.20 0.8 1 Learning rate for gas transport and refining
main.em.gs.GasPvalue[NR17](t) 0.86 0.95 0.50 1.20 0.8 1 Calibration Learning rate for gas production
main.em.gs.GasFracSupFut[NR17](t) 0.00 0.58 0.00 1.00 Gas export scenario in case of no endogenous trade modelling
main.em.gs.GasFracDemFut[NR17](t) 0.00 1.00 0.00 1.00 Gas import scenario in case of no endogenous trade modelling
main.em.gs.BGFFracDemFut[NR17](t) 0.00 0.00 0.00 1.00 BGF export scenario in case of no endogenous trade modelling
main.em.gs.BGFFracSupFut[NR17](t) 0.00 0.00 0.00 1.00 BGF import scenario in case of no endogenous trade modelling
main.em.gs.GasFracDemConstr[NR17](t) 0.00 1.00 0.00 1.00 Import contsraints for gas in case of endogenous trade modelling
main.em.gs.BGFFracDemConstr[NR17](t) 1.00 1.00 0.00 1.00 Import constraints for BGF in case of endogenoous trade

modelling
main.em.gs.transcost(t) 441.40 683.45 $/GJ-km Info + calibration Transport costs per km
main.em.gs.GasToLNG(t) 1.72 2.53 0.00 Info + calibration Additional costs for coversion NG to LNG
main.em.gs.premBGF[NR17] 0.00 0.00 -10.00 10.00 Calibration !multiplier on regionally produced BGF in trade module
main.em.gs.premgas[NR17] 0.00 0.21 -10.00 10.00 Calibration multiplier on regionally produced Gas in trade module
main.em.gs.GasExpConstMult[NR17](t) 0.00 100.00 0.00 100.00 !% Calibration Export constraint



Appendix 5-2: Sensitivity of CO2 emission (output variable) normalised for each time step (µµµµ)
and normalised and averaged over all years (µµµµ(µµµµ)), and standard deviation of the
normalised and averaged sensitivity (µµµµ(σσσσ)) from the change in input variables
broken down into groups of variables according to the sub-models.
White<0%<yellow<10%<light orange<100% sensitivity, strike through for
variables that have over all time steps a sensitivity smaller than 10%, and grey
and strike through for variables that have over all time steps a sensitivity of 0%.



Name of variable 1975 1985 1995 2005 2015 2025 2035 2045 2055 2065 2075 2085 2095 µ(µ)µ(µ) σ(µ(µ))σ(µ(µ)) µ(σ)µ(σ)

main.em.ep.SupprDemandfactor[17](t) 44% 46% 49% 49% 50% 53% 57% 66% 80% 101% 128% 166% 197% 84% 50% 45%

main.em.POP[17](t) 115% 117% 114% 108% 103% 92% 76% 66% 61% 57% 55% 58% 59% 83% 25% 27%

main.em.ep.NTEPvalueSc[17,2](t) 0% 3% 10% 17% 24% 29% 34% 43% 57% 75% 97% 128% 156% 52% 49% 69%

main.em.ep.TEEffFuelSpecFile[17,3](t) -34% -35% -35% -35% -37% -38% -41% -46% -49% -50% -49% -49% -52% -42% 7% 35%

main.em.gs.GasPvalue[17](t) 0% 1% 2% 3% 4% 5% 1% -12% -35% -65% -98% -131% -152% -37% 56% 26%

main.em.IVA[17](t) 56% 54% 49% 46% 44% 39% 29% 22% 18% 17% 17% 18% 18% 33% 15% 12%

main.em.ep.NTESpInvCostINIT[17,2] 4% 15% 19% 19% 21% 22% 23% 27% 32% 40% 51% 66% 80% 32% 22% 34%

main.em.ep.NTEBaseLoadFactorSpec[17,2](t) -4% -9% -11% -7% -8% -11% -13% -19% -28% -44% -61% -77% -79% -29% 27% 32%

main.em.ol.OilPValue[17](t) -3% 0% 0% -1% 0% -2% -9% -18% -27% -48% -69% -92% -98% -28% 37% 22%

main.em.ep.NTETimeStartLearn[17] 0% 1% 7% 15% 24% 28% 29% 31% 33% 35% 40% 51% 66% 28% 19% 65%

main.em.cl.SCPValue[17](t) 5% 4% 4% 5% 4% 1% -4% -17% -33% -51% -69% -72% -79% -23% 33% 27%

main.em.GDP[17](t) 44% 44% 46% 43% 39% 31% 22% 13% 6% 2% 1% 2% 0% 23% 19% 11%

main.em.discountrate[17](t) 0% 2% 1% -2% -1% 4% 14% 26% 38% 46% 48% 48% 46% 21% 22% 7%

main.em.gs.GasPvalueTR(t) 0% 1% 2% 3% 4% 4% 1% -6% -21% -38% -56% -74% -89% -21% 33% 23%

main.em.cl.CoalCapacUtilFrac[17](main.em.cl.cdtcpc) 28% 30% 29% 26% 25% 23% 20% 18% 17% 11% 8% 14% 15% 20% 7% 15%

main.em.ep.ReserveFactorDes[17] 1% 3% 8% 11% 11% 11% 13% 15% 20% 26% 36% 47% 57% 20% 17% 29%

main.em.PRIVC[17](t) 34% 34% 34% 34% 31% 27% 20% 15% 9% 2% -4% -8% -10% 17% 17% 7%

main.em.ol.EPIPOil[17](main.em.ol.oa) 6% 11% 11% 11% 9% 10% 14% 16% 18% 19% 22% 26% 30% 16% 7% 15%

main.em.ep.TEBaseloadFactor[17](t) 3% 4% 6% 8% 9% 9% 9% 10% 13% 18% 25% 31% 36% 14% 11% 12%

main.em.cl.UCRelLabCost[17](t) -2% -4% -4% -3% -4% -5% -10% -14% -20% -24% -26% -29% -31% -14% 11% 11%

main.em.UnitLabourCostinp[17](t) -1% -3% -4% -4% -5% -8% -12% -17% -22% -25% -25% -25% -24% -13% 10% 8%

main.em.cl.COALFRACDEMCONSTR[17](t) 5% 4% 5% 4% 3% 4% 9% 15% 16% 20% 24% 28% 27% 13% 10% 13%

main.em.cl.UCLabSupply_i[17] -3% -6% -5% -4% -5% -6% -9% -12% -16% -20% -23% -26% -30% -13% 9% 13%

main.em.cl.UC_ProdCostMult_i[17] -2% -6% -6% -6% -5% -6% -10% -13% -16% -20% -21% -19% -21% -12% 7% 15%

main.em.ol.BLFPvalueConv[17](t) 0% 0% 0% 0% 3% 13% 14% 15% 17% 19% 21% 24% 25% 12% 10% 19%

main.em.ep.NuclDeplMult(main.em.ep.ncdp) 0% 2% 3% 2% 1% 2% 4% 7% 10% 16% 24% 33% 46% 12% 14% 14%

main.em.ol.OilResource_i[17] 0% 1% 0% -1% 2% 3% 5% 7% 13% 20% 28% 37% 27% 11% 13% 15%

main.em.ol.BLFTimeSL[17] 0% 0% 0% 0% 3% 10% 12% 12% 13% 16% 19% 22% 22% 10% 8% 15%

main.em.cl.PREMCOALTRD[17](t) -3% -5% -6% -5% -6% -7% -9% -11% -13% -14% -16% -17% -17% -10% 5% 7%

main.em.cl.SCResource_i[17] 0% 0% 0% 0% 1% 1% 3% 5% 12% 17% 25% 30% 31% 10% 12% 13%

main.em.gs.EPIPGas[17](main.em.gs.ga) 1% 1% 1% 0% 0% 1% 3% 7% 12% 18% 23% 27% 30% 10% 11% 12%

main.em.ep.NTE_NNDeplMultFac[17](main.em.ep.bkfnn) 0% 1% 2% 3% 4% 5% 6% 8% 10% 12% 16% 23% 33% 10% 10% 15%

main.em.ol.BLFPvalue[17](t) 0% 0% 0% 0% 2% 9% 10% 11% 13% 16% 18% 20% 21% 9% 8% 14%

main.em.SVA[17](t) 18% 18% 20% 18% 18% 17% 12% 8% 3% -1% -2% -4% -5% 9% 10% 5%



Name of variable 1975 1985 1995 2005 2015 2025 2035 2045 2055 2065 2075 2085 2095 µ(µ)µ(µ) σ(µ(µ))σ(µ(µ)) µ(σ)µ(σ)

main.em.ep.TENTELogitPar[17](t) 1% 2% 1% 1% 2% 2% 4% 5% 8% 12% 17% 24% 29% 8% 9% 15%

main.em.cl.PremMult(main.em.cl.op) 3% 1% 0% -1% -1% -2% -4% -7% -11% -15% -17% -20% -20% -7% 8% 10%

main.em.ep.HydroLoadFactor[17](t) -9% -7% -7% -6% -5% -4% -4% -4% -4% -6% -8% -11% -15% -7% 3% 5%

main.em.ol.OilCost_i[17] 2% 0% 0% 0% -1% -2% -4% -7% -10% -13% -16% -18% -18% -7% 7% 9%

main.em.ep.GrossTransFactor[17](t) 8% 7% 8% 7% 6% 5% 5% 4% 5% 5% 6% 8% 11% 7% 2% 5%

main.em.ep.HydroDesFracPotCapacity[17](t) -9% -10% -11% -8% -6% -4% -3% -3% -3% -4% -5% -8% -11% -7% 3% 5%

main.em.ep.HydroPotCapacity[17] -6% -9% -12% -8% -5% -4% -3% -3% -3% -4% -6% -9% -13% -7% 3% 5%

main.em.ep.PeakLoadFactorMax[17] -1% -1% -2% -3% -3% -3% -3% -4% -6% -9% -12% -16% -20% -6% 6% 7%

main.em.BioDeplMultFac[17](main.em.bkfbio) 0% 0% 0% 0% 2% 5% 6% 7% 8% 10% 12% 14% 15% 6% 6% 3%

main.em.BioProdMax[17] 0% 0% 0% 0% -1% -2% -3% -5% -7% -10% -13% -16% -18% -6% 7% 6%

main.em.LandPrice_i[17] 0% 0% 0% 0% 1% 4% 5% 6% 8% 10% 12% 14% 15% 6% 6% 3%

main.em.ol.OilProdDeplMult[17](main.em.ol.oo) 2% 1% 1% 1% -1% -1% -3% -3% -7% -11% -16% -17% -17% -6% 7% 9%

main.em.ep.TESpInvCost2[17,3](t) -1% -3% -5% -5% -5% -5% -4% -4% -6% -7% -8% -8% -10% -5% 2% 7%

main.em.gs.GasResource_i[17] 0% 0% 0% -1% -1% -1% 0% 3% 6% 10% 14% 18% 21% 5% 8% 5%

main.em.ep.TELogitPar[17] 1% 2% 3% 3% 3% 4% 5% 5% 5% 6% 7% 10% 15% 5% 4% 6%

main.em.ep.FracDemBL[17] 0% 1% 2% 2% 0% -1% -2% -3% -5% -9% -12% -17% -20% -5% 7% 9%

main.em.ep.EPEconLT[17](t) 0% -1% -1% -1% -1% -2% -2% -3% -4% -6% -11% -14% -16% -5% 5% 9%

main.em.ol.OilFracDemConstr[17](t) 1% 2% 2% 0% 1% 3% 6% 8% 8% 6% 7% 11% 7% 5% 3% 7%

main.em.gs.GasProdDeplMult[17](main.em.gs.gg) 1% 1% 2% 2% 2% 2% 0% -3% -7% -10% -13% -16% -20% -5% 8% 7%

main.em.gs.BGFPvalueConv[17](t) 0% 0% 0% 0% 3% 4% 4% 4% 6% 7% 9% 11% 11% 5% 4% 7%

main.em.cl.PREMCOALDIS[17](t) -1% -3% -3% -2% -1% -1% -2% -4% -5% -7% -6% -10% -10% -4% 3% 5%

main.em.cl.DISTANCE[17,17] 1% 1% 0% 0% -1% -1% -1% -2% -5% -8% -11% -13% -15% -4% 6% 6%

main.em.ep.ImplMultElec[17,5](t) 0% -1% -1% -2% -2% -3% -4% -4% -6% -7% -8% -8% -8% -4% 3% 2%

main.em.ol.DemSupPriceMult(main.em.ol.op) 4% 0% 2% 3% 1% -1% -3% -4% -6% -9% -12% -14% -14% -4% 7% 7%

main.em.cl.SCFixedCapOutRatio_i[17] 0% 0% 0% 0% 0% 0% -1% -1% -4% -8% -11% -14% -14% -4% 6% 9%

main.em.gs.GasCost_i[17] 1% 1% 2% 2% 2% 1% 0% -3% -6% -8% -10% -12% -14% -3% 6% 6%

main.em.cl.UCResource_i[17] 0% 0% 0% 0% 0% 1% 2% 3% 4% 6% 8% 9% 10% 3% 4% 5%

main.em.ImplMultCoal[17,5](t) -2% -3% -2% -2% -2% -2% -2% -2% -3% -4% -5% -6% -8% -3% 2% 3%

main.em.ol.PriceRatioLLFHLF[17] -1% -1% -1% -1% -2% -3% -3% -3% -4% -5% -5% -5% -7% -3% 2% 3%

main.em.ep.TENTEAdjTime[17] 2% 4% 7% 5% 4% 3% 4% 5% 6% 5% 3% -1% -6% 3% 3% 6%

main.em.cl.SCDeplMult[17](main.em.cl.frcr) 1% 1% 1% 1% 0% 0% -1% -3% -2% -7% -10% -9% -11% -3% 5% 7%

main.em.gs.BGFTimeSL[17] 0% 0% 0% 0% 1% 1% 2% 2% 2% 2% 5% 10% 12% 3% 4% 5%

main.em.cl.DIFTRANSPORT[17,17](t) 0% -1% 0% 0% -1% 0% -2% -2% -4% -5% -9% -6% -5% -3% 3% 4%

main.em.ep.ElecPremium[17,4](t) 0% 0% 0% -2% -3% -3% -3% -3% -3% -4% -5% -5% -5% -3% 2% 9%



Name of variable 1975 1985 1995 2005 2015 2025 2035 2045 2055 2065 2075 2085 2095 µ(µ)µ(µ) σ(µ(µ))σ(µ(µ)) µ(σ)µ(σ)

main.em.gs.GasTRCapOutRatio_i[17] 1% 1% 2% 2% 1% 1% 0% -3% -5% -5% -8% -10% -11% -3% 5% 6%

main.em.gs.BGFPvalue[17](t) 0% 0% 0% 0% 2% 3% 4% 3% 2% 3% 4% 5% 6% 3% 2% 9%

main.em.gs.GasTransFrac[17](t) 2% 2% 2% 2% 2% 2% 2% 2% 3% 3% 3% 3% 3% 2% 0% 2%

main.em.ep.NTE_NNProdMax[17] 0% 0% 0% 0% 0% -1% -1% -2% -3% -4% -5% -7% -9% -2% 3% 4%

main.em.ImplMultOil[17,5](t) 1% 0% -1% 0% -1% 0% 2% 3% 2% 2% 5% 8% 10% 2% 3% 4%

main.em.ep.TETechnLT[17] 0% 4% 5% 2% 1% 1% 1% 1% 1% 2% 2% 3% 4% 2% 1% 2%

main.em.ep.NTEDemoFrac[17,2](t) 0% -1% -4% -7% -7% -6% -4% -2% -1% 0% 1% 2% 2% -2% 3% 3%

main.em.ol.OilTransFrac[17](t) 3% 3% 3% 3% 2% 2% 2% 2% 2% 1% 1% 1% 2% 2% 1% 1%

main.em.cl.CoalDesGrossMargin[17] 0% -1% -1% -1% -1% -1% -1% -1% -2% -3% -4% -4% -5% -2% 2% 2%

main.em.ol.LFEconLT[17](t) -2% 0% 0% 0% 0% 0% -1% -1% -2% -2% -3% -5% -7% -2% 2% 4%

main.em.ol.BLFConvCOR_i[17] 0% 0% 0% 0% 0% 2% 2% 2% 2% 3% 3% 4% 4% 2% 1% 3%

main.em.cl.CoalProcOvFac[17](t) 0% -1% -1% -1% -1% -1% -1% -1% -3% -3% -4% -4% -4% -2% 1% 1%

main.em.ep.NuclMaxProd 0% 0% 0% 0% 0% 0% 0% 0% -1% -2% -3% -6% -10% -2% 3% 3%

main.em.cl.TRANSCOST(t) 3% 1% 0% 0% 0% -1% -1% -1% -3% -4% -9% -7% 2% -2% 3% 7%

main.em.ImplMultGas[17,5](t) 1% 2% 2% 1% 0% 0% -2% -2% -3% -4% -4% -5% -7% -2% 3% 2%

main.em.ol.OilRPRDes[17] 2% 1% 3% 3% 3% 2% 2% 2% 2% 1% 1% 1% 0% 2% 1% 4%

main.em.ol.BunkerInt[17](t) 2% 1% 2% 1% 2% 2% 2% 1% 2% 2% 2% 1% 2% 2% 0% 1%

main.em.ol.OliTrsh -2% 0% -1% 2% 0% 0% -1% -1% -2% -3% -3% -4% -5% -2% 2% 4%

main.em.gs.DifTransport[17,17](t) 0% 0% 0% 1% 1% 0% 0% -1% -2% -3% -4% -6% -6% -2% 3% 4%

main.em.cl.TradeParCoal[17] 1% 2% 1% 0% 0% 0% 1% 1% 2% 2% 3% 4% 4% 1% 1% 3%

main.em.ep.TEConstrDel[17] -1% -1% 0% -1% -2% -1% -2% -2% -2% -2% -2% -2% -2% -1% 1% 2%

main.em.gs.DemSupPriceMult(main.em.gs.op) 2% 2% 3% 3% 3% 3% 2% 0% -3% -5% -7% -9% -12% -1% 5% 8%

main.em.ep.NTECumLearn_i[17,2] 0% 0% 0% 1% 0% 0% 0% -1% -1% -3% -4% -5% -6% -1% 2% 4%

main.em.cl.CoalLogitPar[17] 0% 1% 1% 1% 1% 1% 1% 2% 1% 3% 1% 2% 2% 1% 1% 4%

main.em.gs.GasFracDemConstr[17](t) 0% 0% 0% 0% 0% 1% 0% -1% -2% -3% -3% -4% -4% -1% 2% 5%

main.em.CatchTransElast[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 1% 2% 3% 4% 6% 1% 2% 1%

main.em.ol.TRElasOil[17] -2% -1% 0% 0% 0% -1% -2% -2% -3% -2% -2% -1% 0% -1% 1% 5%

main.em.cl.TradeBiasMultCoal(main.em.cl.op) 0% 0% 0% 0% 0% 0% -1% -1% 0% -2% -3% -4% -5% -1% 2% 3%

main.em.ol.transcost(t) -1% 0% 0% 0% 0% 0% 0% -1% -2% -2% -2% -4% -4% -1% 1% 3%

main.em.ol.OilTechMaxFrac[17] 1% 1% 2% 4% 3% 2% 1% 1% 1% 1% 1% 0% -1% 1% 1% 3%

main.em.TaxTrp[17,5](t) 0% 0% -1% -1% -1% -1% -1% -1% -1% -2% -2% -2% -3% -1% 1% 0%

main.em.cl.CoalTransfFrac[17](t) 3% 4% 3% 2% 2% 1% 1% 0% 0% -2% 0% 0% 1% 1% 1% 2%

main.em.ep.MaxShare[17,4](t) 0% -1% 0% 0% 0% 0% -1% -1% 0% 1% 3% 5% 9% 1% 3% 7%

main.em.gs.PREMMult(main.em.gs.op) 0% 0% 0% 0% 0% 0% 1% 2% 2% 2% 2% 4% 4% 1% 1% 3%



Name of variable 1975 1985 1995 2005 2015 2025 2035 2045 2055 2065 2075 2085 2095 µ(µ)µ(µ) σ(µ(µ))σ(µ(µ)) µ(σ)µ(σ)

main.em.ep.NTETechnLT[17] 0% -3% -3% -2% -1% -1% 0% -1% -1% 0% 1% 0% -2% -1% 1% 3%

main.em.ol.OilExpConstMult[17](t) 0% 0% 0% 3% 2% 0% -1% -1% -2% -3% -4% -4% -2% -1% 2% 6%

main.em.cl.COALFRACSUPCONSTR[17](t) 0% 0% 0% 0% 0% 0% 1% 1% 1% 2% 3% 3% 2% 1% 1% 1%

main.em.ep.CHPEff[17](t) 2% 3% 2% 2% 1% 1% 0% 0% 0% 0% 0% 0% 0% 1% 1% 0%

main.em.TaxRes[17,5](t) 0% 0% 0% 0% -1% -1% -1% -1% -1% -1% -2% -2% -2% -1% 1% 0%

main.em.gs.GasEconLT[17](t) -1% -1% -1% -2% -2% -2% -1% 1% 2% 3% 4% 4% 4% 1% 2% 5%

main.em.ol.BLFYieldFact_i[17] 0% 0% 0% 0% 0% 0% -1% -1% -1% -1% -1% -2% -2% -1% 1% 1%

main.em.cl.CoalEconLT[17](t) -2% -1% 0% 0% 0% 0% 0% 0% 1% 2% 1% 2% 7% 1% 2% 5%

main.em.ol.OilProdCum_i[17] 0% 0% 0% 0% 1% 0% 0% -1% -2% -2% -2% -2% -3% -1% 1% 3%

main.em.ol.BLFTechnLT[17](t) 0% 0% 0% 0% -1% -2% -1% -1% -1% -1% -1% -1% -1% -1% 1% 1%

main.em.gs.BGFCORInit[17] 0% 0% 0% 0% 1% 1% 2% 1% 0% 0% 0% 1% 1% 1% 1% 3%

main.em.ep.HydroPeakFrac[17] 1% 1% 1% 1% 1% 0% 0% 0% 0% 1% 1% 1% 1% 1% 0% 1%

main.em.gs.BGFYieldFact_i[17] 0% 0% 0% 0% 0% 0% 0% 1% 1% 1% 2% 2% 2% 1% 1% 2%

main.em.gs.TRElasGas[17] 0% 0% 0% -1% 0% 0% -1% 0% 2% 3% 3% 2% 1% 1% 1% 2%

main.em.ol.TRElasBLF[17] 0% 0% 0% 0% 0% 0% -1% -1% -1% -1% -1% -1% -2% -1% 1% 2%

main.em.gs.BGFConvCOR_i[17] 0% 0% 0% 0% 0% 0% 0% 1% 1% 1% 1% 2% 2% 1% 1% 1%

main.em.ep.EPG_FracLLF[17](t) 0% 0% 0% 0% 0% 0% 0% 0% -1% -1% -1% -2% -2% -1% 1% 0%

main.em.ep.TEFuelAdjTime[17] 0% 0% 0% 0% 0% 0% 1% 1% 1% 0% -2% -3% -4% -1% 2% 1%

main.em.ep.NTEConstrTime[17] 3% 1% 2% 0% 0% 0% 0% -1% -1% -1% -2% -4% -5% -1% 2% 4%

main.em.ol.premoil[17] -2% 1% 0% 0% 0% 0% 0% -1% -1% 0% -1% -1% -2% -1% 1% 2%

main.em.gs.GasToLNG(t) 0% 0% 0% 0% 0% 0% 0% -1% -1% -1% -1% -1% -1% 0% 1% 2%

main.em.ep.TECapacity_i[17] 1% 1% -1% 0% 0% 0% 0% 0% -1% -1% -1% -1% -2% 0% 1% 2%

main.em.TaxInd[17,5](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% -1% -1% -1% -1% 0% 0% 0%

main.em.TaxSer[17,5](t) 0% 0% 0% 0% 0% 0% 0% -1% -1% -1% -1% -1% -1% 0% 0% 0%

main.em.ol.OilTechnLT[17](t) 1% 0% 1% 1% 0% 1% 1% 1% 1% 0% 1% -1% -1% 0% 1% 2%

main.em.ol.OilLearnExpTR(t) 0% 0% 0% 0% 0% 0% 0% 0% 1% 1% 1% 1% 2% 0% 1% 1%

main.em.gs.transcost(t) 0% 0% 0% 1% 0% 0% 0% 0% 0% -1% -1% -2% -4% 0% 1% 3%

main.em.ep.NTECapacityUndConstr_i[17,2] -2% -1% -1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 0%

main.em.gs.GasExpConstMult[17](t) 0% 0% 0% 0% 0% 0% 0% 0% -1% -1% -1% -1% -1% 0% 0% 1%

main.em.gs.GasBGFLogitPar[17] 0% 0% 0% 0% 0% 0% 0% 0% 1% 1% 1% 1% 1% 0% 0% 2%

main.em.cl.SCLearnCum_i[17] 0% 0% 0% 1% 1% 1% 0% 0% 0% 0% -1% -2% -3% 0% 1% 3%

main.em.ep.ElecCapacityTrendHor[17] 0% 0% 1% 1% 1% 0% 1% 1% 0% 0% 0% -1% -1% 0% 1% 1%

main.em.ep.HydroSpInvCost1990[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% -1% -1% 0% 0% 0%

main.em.ol.shockoil[17](t) 0% -1% 0% 0% 0% 0% 0% -1% 0% 0% 0% -1% 0% 0% 0% 1%



Name of variable 1975 1985 1995 2005 2015 2025 2035 2045 2055 2065 2075 2085 2095 µ(µ)µ(µ) σ(µ(µ))σ(µ(µ)) µ(σ)µ(σ)

main.em.ep.HydroCapacityHist[17](t) -1% 2% 1% 0% 0% 0% 0% 0% 0% -1% -1% -1% -2% 0% 1% 2%

main.em.gs.GasDesGrossMargin[17] 0% 0% 0% 0% 0% 0% 0% 0% -1% 0% -1% -1% -2% 0% 1% 1%

main.em.ol.OilBLFLogitPar[17] 0% 0% 0% 0% 0% 1% 1% 0% 0% 0% 0% 0% 0% 0% 0% 1%

main.em.ol.TradeBiasMultOil(main.em.ol.op) -2% 0% -1% 1% 0% 0% 0% 0% -1% 0% 0% 0% -1% 0% 1% 2%

main.em.ol.BLFDesGrossMargin[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.RURPOP[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.BGFDemoFrac[17](t) 0% 0% 0% 0% 0% 0% 0% -1% -1% 0% 0% 0% -1% 0% 0% 1%

main.em.cl.UCTechnLT[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 1% 1% 0% 0% 0% 0% 0% 1%

main.em.cl.UCConstrTime[17] 1% 0% 0% 0% 0% 0% 0% 1% 1% 0% 0% 0% 0% 0% 0% 1%

main.em.ol.OilTRCapOutRatio_i[17] 0% 0% 0% 0% 0% 0% 0% 0% 1% 0% -1% 0% 1% 0% 0% 1%

main.em.ol.OilDesGrossMargin[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1%

main.em.gs.GasTechMaxFrac[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 0% 0% 1%

main.em.ol.DifTransport[17,17](t) -1% 0% 0% 0% 0% 0% 0% -1% 1% -1% -2% -2% 3% 0% 1% 3%

main.em.cl.SCTechnLT[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1%

main.em.gs.BGFTechnLT[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% -1% 0% 0% 0% 0%

main.em.gs.TRElasBGF[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ol.BLFtranscostpkm(t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.cl.CoalPrice_i[17] 3% -1% 0% 0% 0% 0% 0% 0% 1% 0% -1% 0% 0% 0% 1% 2%

main.em.ep.NTECapacity_i[17,2] -1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.BGFLearnCum_i[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ol.BLFCORInit[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 1% 0% 0% 2%

main.em.ol.distance[17,17](t) 0% 0% 0% 1% 0% 1% 0% 0% 0% 0% -1% 1% 1% 0% 1% 1%

main.em.EnergyConv[17,3](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ol.BLFLearnCum_i[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ol.BLFTransfFrac[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.shockgas[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.GasTechnLT[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1%

main.em.ep.HydroTechnLT[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.distance[17,17](t) 0% 0% 1% 1% 0% 0% 0% 0% 0% -1% -1% -1% -1% 0% 1% 3%

main.em.ol.BLFDemoFrac[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ol.BLFFracDemConstr[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.BGFFracDemConstr[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.TaxOth[17,5](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.DieselGasTaxRatio[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%



Name of variable 1975 1985 1995 2005 2015 2025 2035 2045 2055 2065 2075 2085 2095 µ(µ)µ(µ) σ(µ(µ))σ(µ(µ)) µ(σ)µ(σ)

main.em.gs.GasRPRDes[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ol.OilExplExo[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% -1% 0% 0% 0%

main.em.gs.BGFDesGrossMargin[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.cl.RPRDes[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ol.TradeBiasMultBLF(main.em.ol.op) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ep.NTEMaxFracOfPeak[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.cl.SCConstrTime[17] 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.BGFAddLearn[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.GasProdCum_i[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 2%

main.em.gs.premgas[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ep.EPTDTechnLT[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ol.premblf[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.cl.CoalPlannHor[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 0% 0% 1%

main.em.ep.EPTDCapPerMWe[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ep.Elecnetimp[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ep.TEMShare_i[17,3] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.cl.SCReserveIdent_i[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ep.EPTDEconLT[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.PREMMultBGF(main.em.gs.op) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.BGFtranscostpkm(t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.cl.UCDeplMult[17](main.em.cl.frcr) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ep.TEFuelPremium[17,3](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.cl.UCReserveIdent_i[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.BioSinks(t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.BioSupplyBL[17,3](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.cl.AdjRate[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.cl.CoalFracDemFut[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.cl.CoalFracSupFut[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.cl.CoalMineSFrac[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.cl.DeplFac 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.cl.HAWR[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.cl.HiringAdjTime[17](main.em.cl.puh) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.cl.PAR[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.cl.PriceCapacUtilMult[17](main.em.cl.cdtcpc) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%



Name of variable 1975 1985 1995 2005 2015 2025 2035 2045 2055 2065 2075 2085 2095 µ(µ)µ(µ) σ(µ(µ))σ(µ(µ)) µ(σ)µ(σ)

main.em.cl.ProdSafetyMult[17](main.em.cl.ar) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.cl.SCDiscExo[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.cl.SCProdCum_i[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.cl.SSpecEmCoal[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.cl.UCDiscExo[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.cl.UCProdCum_i[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.CO2BL[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.CO2Target(t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.EconLTConserv[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ep.AvailInvestm[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ep.EffStorageLoss 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ep.FGDRedFactor[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ep.ReqInv_i[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ep.SSpecEmCoal[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ep.StorageIncrCost 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.EXOCarbonTax[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.EXOCgas[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.EXOCoil[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.EXOELprice[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.EXOGFprice[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.EXOHLFprice[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.EXOLFprice[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.EXOLLFprice[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.EXOSFPrice[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.BGFFracDemFut[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.BGFFracSupFut[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.BGFMShareAdjTime[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.BGFTransfFrac[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.GasFracDemFut[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.GasFracSupFut[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.OligoMult 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.OliTrsh 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.premBGF[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.TargetBGF[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%



Name of variable 1975 1985 1995 2005 2015 2025 2035 2045 2055 2065 2075 2085 2095 µ(µ)µ(µ) σ(µ(µ))σ(µ(µ)) µ(σ)µ(σ)

main.em.ol.BLFFracDemFut[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ol.BLFFracSupFut[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ol.BLFMShareAdjTime[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ol.BLFTarget[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ol.OilFracDemFut[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ol.OilFracSupFut[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ol.OligoMult 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.RSEMARKER[5,9](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.TargetStorage[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.TargetStorageRSE[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.TotInvBL[18,8](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.TPESBL[17,8](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.TPESMARKER[5,9](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.UserCostBL[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.UserCostNTBL[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%



Appendix 5-3: Sensitivity of CO2 emission (output variable) normalised for each time step (µµµµ)
and normalised and averaged over all years (µµµµ(µµµµ)), and standard deviation of the
normalised and averaged sensitivity (µµµµ(σσσσ)) from the change in input variables
broken down into groups of variables according to type of variables.
White<0%<yellow<10%<light orange<100% sensitivity, strike through for
variables that have over all time steps a sensitivity smaller than 10%, and grey
and strike through for variables that have over all time steps a sensitivity of 0%.



Name of variable 1975 1985 1995 2005 2015 2025 2035 2045 2055 2065 2075 2085 2095 µ(µ)µ(µ) σ(µ(µ))σ(µ(µ)) µ(σ)µ(σ)

main.em.dem.CHINFAC[17,5](t) 168% 137% 128% 122% 117% 103% 87% 86% 96% 102% 117% 144% 166% 121% 27% 74%

main.em.POP[17](t) 144% 138% 128% 126% 111% 91% 75% 63% 64% 75% 79% 87% 102% 99% 28% 72%

main.em.dem.IntUEc4Fut[17,5,4](t) 0% 0% 119% 125% 105% 90% 79% 74% 75% 86% 98% 108% 122% 83% 41% 48%

main.em.dem.TTAEEI[17](t) -3% -7% -19% -35% -44% -52% -54% -66% -80% -107% -137% -176% -195% -75% 62% 60%

main.em.ep.SupprDemandfactor[17](t) 88% 63% 63% 86% 69% 49% 43% 49% 52% 60% 70% 78% 75% 65% 14% 65%

main.em.ep.NTEPvalueSc[17,2](t) 0% 2% 11% 15% 24% 38% 47% 62% 77% 95% 115% 133% 148% 59% 51% 64%

main.em.dem.EffSecFuel[17,5,5](t) -91% -87% -76% -66% -55% -45% -37% -33% -36% -43% -51% -55% -58% -56% 19% 54%

main.em.dem.ConservPvalue[17,5,2](t) 4% 14% 21% 31% 35% 40% 47% 48% 57% 75% 93% 120% 146% 56% 42% 49%

main.em.ep.TEEffFuelSpecFile[17,3](t) -56% -54% -56% -66% -55% -46% -41% -37% -45% -49% -57% -66% -67% -53% 10% 59%

main.em.dem.LOGMargIntens[5,2](main.em.dem.Tmei) -4% -11% -19% -26% -34% -41% -46% -53% -62% -69% -82% -95% -109% -50% 32% 13%

main.em.IVA[17](t) 74% 60% 54% 48% 43% 36% 29% 27% 27% 32% 38% 44% 47% 43% 14% 38%

main.em.ep.NTE_NNDeplMultFac[17](main.em.ep.bkfnn) 0% 0% 3% 9% 17% 26% 39% 48% 56% 54% 48% 50% 53% 31% 22% 19%

main.em.GDP[17](t) 59% 58% 55% 63% 53% 41% 22% 12% 10% 11% 13% 4% 0% 31% 24% 25%

main.em.cl.CoalCapacUtilFrac[17](main.em.cl.cdtcpc) 31% 38% 39% 37% 35% 32% 30% 28% 24% 22% 22% 23% 22% 29% 6% 12%

main.em.gs.BGFPvalue[17](t) 0% 0% 0% 0% 8% 10% 11% 12% 23% 42% 55% 74% 90% 25% 31% 48%

main.em.ol.EPIPOil[17](main.em.ol.oa) 8% 11% 11% 10% 13% 20% 24% 27% 29% 36% 40% 42% 43% 24% 13% 14%

main.em.cl.COALFRACDEMCONSTR[17](t) 55% 9% 8% 6% 7% 8% 8% 11% 17% 27% 33% 41% 50% 22% 18% 29%

main.em.PRIVC[17](t) 38% 34% 32% 31% 22% 13% 16% 18% 14% 16% 13% 12% 7% 21% 10% 19%

main.em.ol.BLFPvalueConv[17](t) 0% 0% 0% 1% 7% 20% 22% 23% 22% 26% 31% 37% 45% 18% 15% 25%

main.em.cl.PremMult(main.em.cl.op) 0% 0% 0% -1% -2% -3% -7% -14% -23% -33% -42% -49% -51% -17% 20% 13%

main.em.gs.BGFPvalueConv[17](t) 0% 0% 0% 0% 13% 13% 12% 12% 18% 22% 33% 42% 55% 17% 17% 32%

main.em.ol.BLFPvalue[17](t) 0% 0% 0% 0% 3% 11% 14% 17% 21% 25% 32% 40% 47% 16% 16% 27%

main.em.SVA[17](t) 43% 26% 31% 28% 21% 14% 11% 7% 3% 6% 3% 3% 5% 15% 13% 18%

main.em.ol.DemSupPriceMult(main.em.ol.op) 4% 0% 2% 1% -1% -6% -9% -15% -22% -28% -32% -35% -37% -14% 15% 12%

main.em.gs.EPIPGas[17](main.em.gs.ga) 1% 0% 0% -1% 1% 2% 5% 10% 18% 29% 34% 37% 38% 13% 16% 12%

main.em.ol.OilProdDeplMult[17](main.em.ol.oo) 1% 0% 0% -2% -3% -10% -14% -18% -22% -25% -26% -27% -25% -13% 11% 11%

main.em.cl.SCPValue[17](t) 1% -5% -9% -11% -12% -12% -12% -14% -17% -18% -17% -13% -21% -12% 6% 39%

main.em.cl.SCDeplMult[17](main.em.cl.frcr) 0% -3% -4% -3% -4% -6% -7% -11% -14% -19% -24% -26% -27% -12% 10% 8%

main.em.gs.GasPvalue[17](t) 0% 1% 1% 1% -2% -4% -4% -6% -11% -19% -22% -32% -52% -12% 16% 18%

main.em.ep.TEBaseloadFactor[17](t) 26% 3% 6% 7% 9% 10% 5% 6% 8% 10% 10% 10% 14% 9% 6% 18%

main.em.discountrate[17](t) 16% -1% 4% 2% 1% 3% 7% 8% 10% 12% 17% 16% 25% 9% 8% 26%

main.em.gs.GasProdDeplMult[17](main.em.gs.gg) 1% 1% 2% 2% 2% 1% -1% -5% -12% -19% -24% -29% -30% -9% 13% 7%

main.em.ep.TESpInvCost2[17,3](t) -2% -6% -7% -5% -4% -5% -6% -8% -9% -11% -13% -16% -16% -8% 5% 14%

main.em.ep.NuclDeplMult(main.em.ep.ncdp) 0% 2% 2% 0% -1% -1% 1% 4% 8% 15% 21% 27% 29% 8% 11% 8%



Name of variable 1975 1985 1995 2005 2015 2025 2035 2045 2055 2065 2075 2085 2095 µ(µ)µ(µ) σ(µ(µ))σ(µ(µ)) µ(σ)µ(σ)

main.em.gs.GasEconLT[17](t) 0% -1% -1% -2% -3% -4% -5% -7% -8% -12% -13% -15% -17% -7% 6% 19%

main.em.gs.GasPvalueTR(t) 0% 1% 2% 2% 1% 0% -2% -5% -7% -11% -14% -22% -27% -6% 10% 16%

main.em.BioDeplMultFac[17](main.em.bkfbio) 0% 0% 0% 0% 1% 4% 5% 5% 8% 10% 12% 14% 16% 6% 6% 4%

main.em.ep.GrossTransFactor[17](t) 11% 10% 12% 9% 7% 5% 4% 3% 1% 5% 4% 3% 1% 6% 4% 7%

main.em.ep.TENTELogitPar[17](t) 2% 2% 3% 3% 4% 5% 5% 4% 5% 6% 7% 12% 13% 5% 4% 10%

main.em.gs.DemSupPriceMult(main.em.gs.op) 1% 2% 3% 4% 3% 2% 0% -4% -9% -14% -16% -17% -22% -5% 9% 6%

main.em.ep.NTEBaseLoadFactorSpec[17,2](t) -4% -8% -6% -3% -2% -2% -3% -4% -6% -6% -5% -5% -13% -5% 3% 11%

main.em.dem.RatioLLF[17,5](t) 0% 0% 0% 0% -1% -4% -5% -6% -7% -8% -9% -10% -11% -5% 4% 10%

main.em.ol.LFEconLT[17](t) -2% 0% 0% 0% -1% -2% -4% -6% -7% -7% -9% -10% -12% -5% 4% 7%

main.em.ep.HydroDesFracPotCapacity[17](t) -6% -9% -9% -5% -3% -2% -2% -2% -1% -3% -4% -5% -6% -4% 3% 4%

main.em.cl.UCRelLabCost[17](t) -1% -2% -2% -2% -3% -3% -3% -3% -5% -5% -6% -9% -10% -4% 3% 5%

main.em.ol.OilExpConstMult[17](t) 0% 0% 0% 2% -1% -2% -1% -6% -1% -7% -11% -13% -14% -4% 5% 12%

main.em.dem.HPUERatioFut[17,5](t) 0% 0% 0% -33% -18% -7% -2% -2% -2% -1% 2% 2% 6% -4% 10% 30%

main.em.ep.HydroLoadFactor[17](t) -7% -6% -6% -5% -4% -3% -2% -2% -2% -2% -3% -4% -6% -4% 2% 4%

main.em.ep.ImplMultElec[17,5](t) -2% -2% -1% -4% -4% -4% -3% -4% -4% -4% -5% -4% -7% -4% 1% 6%

main.em.gs.PREMMult(main.em.gs.op) 0% 0% 0% 0% 0% 0% 1% 2% 5% 7% 9% 11% 13% 4% 5% 4%

main.em.UnitLabourCostinp[17](t) -1% -2% -1% -3% -2% -2% -2% -3% -3% -4% -4% -6% -6% -3% 2% 4%

main.em.ImplMultCoal[17,5](t) -2% -3% -3% -2% -3% -3% -3% -2% -3% -4% -4% -4% -5% -3% 1% 5%

main.em.gs.GasTransFrac[17](t) 3% 4% 3% 3% 3% 2% 2% 2% 3% 4% 4% 3% 5% 3% 1% 4%

main.em.ol.OilTransFrac[17](t) 4% 4% 4% 4% 3% 3% 3% 2% 2% 3% 1% 1% 3% 3% 1% 3%

main.em.gs.distance[17,17](t) 0% 1% 1% 0% 2% 3% 4% 3% 3% 3% 5% 4% 7% 3% 2% 7%

main.em.cl.PREMCOALTRD[17](t) 25% 0% -5% -6% -5% -4% -4% -5% -6% -5% -7% -8% -5% -3% 8% 17%

main.em.cl.PREMCOALDIS[17](t) -1% -4% -4% -3% -2% -2% -2% -1% -2% -2% -3% -3% -4% -2% 1% 3%

main.em.ep.ElecPremium[17,4](t) 0% 1% 2% 1% 0% 0% -2% -5% -6% -6% -6% -4% -7% -2% 3% 13%

main.em.dem.NonEnInt[17](t) 3% 4% 4% 5% 4% 2% 1% 1% 1% 1% 1% 3% -3% 2% 2% 4%

main.em.ol.BunkerInt[17](t) 2% 2% 2% 3% 2% 2% 1% 2% 1% 1% 2% 4% 3% 2% 1% 2%

main.em.dem.NonEnEffImpr[17](t) 0% 0% 0% 0% -1% -1% -2% -2% -2% -3% -5% -5% -3% -2% 2% 4%

main.em.ol.OilPValue[17](t) -7% -1% -4% -1% -6% -3% -3% 0% 0% -5% 5% 22% 29% 2% 11% 46%

main.em.cl.DIFTRANSPORT[17,17](t) 9% -1% -1% -1% -2% -1% -1% -2% -4% -4% -5% -6% -6% -2% 4% 6%

main.em.cl.TRANSCOST(t) -4% -1% -1% -1% -1% -1% -1% -1% -2% -2% -2% -3% -3% -2% 1% 3%

main.em.dem.GasDieselFrac[17](t) -24% 0% 0% 0% 0% 0% 0% 0% 0% 1% 1% 1% 1% -2% 7% 8%

main.em.cl.CoalTransfFrac[17](t) 7% 1% 2% 2% 2% 1% 1% 0% 1% 0% 1% 1% 1% 1% 2% 3%

main.em.dem.TradFuelShare[17,5](t) -5% -5% -6% -1% -1% -1% -1% 1% 0% 0% 0% 0% 1% -1% 2% 2%

main.em.ep.NTEDemoFrac[17,2](t) 0% -1% -2% -3% -3% -3% -3% -3% -1% -1% 3% 1% 0% -1% 2% 5%



Name of variable 1975 1985 1995 2005 2015 2025 2035 2045 2055 2065 2075 2085 2095 µ(µ)µ(µ) σ(µ(µ))σ(µ(µ)) µ(σ)µ(σ)

main.em.ep.CHPEff[17](t) 2% 3% 3% 2% 2% 1% 1% 1% 1% 0% 1% 1% 1% 1% 1% 1%

main.em.cl.CoalProcOvFac[17](t) 0% -1% -1% -1% -1% -1% -1% -1% -1% -1% -2% -2% -3% -1% 1% 2%

main.em.dem.SecHeatFutMS[17,5](t) 0% 0% 0% -4% -3% -2% -1% -1% -1% -1% -1% -1% -1% -1% 1% 2%

main.em.TaxTrp[17,5](t) 0% 0% -1% -1% -1% -1% -1% -1% -1% -1% -2% -2% -2% -1% 1% 1%

main.em.ep.TEMShare_i[17,3] -1% 4% 4% 2% 2% 0% 0% 0% 0% 1% 0% 0% 0% 1% 2% 4%

main.em.ep.EPEconLT[17](t) 0% -1% -1% 0% 1% 1% 0% 0% -1% -2% -2% -2% -4% -1% 1% 4%

main.em.ImplMultGas[17,5](t) 3% 3% 2% 1% 2% 1% 0% 0% -4% -4% -4% -7% -5% -1% 3% 14%

main.em.TaxInd[17,5](t) 0% 0% 0% 0% 0% -1% -1% -1% -1% -1% -2% -1% -2% -1% 1% 1%

main.em.dem.MShareExoFile[17,5,3](t) 0% 0% 0% 1% 1% 0% 1% 1% 2% 1% 0% 2% 1% 1% 1% 5%

main.em.ol.transcost(t) 0% 0% -1% 0% -1% -1% -1% -1% 3% 0% 5% 5% -1% 1% 2% 4%

main.em.ep.EPG_FracLLF[17](t) 0% 0% 0% 0% 0% 0% 0% -1% -1% -1% -1% -2% -1% -1% 1% 1%

main.em.dem.IntTotRevFactor(t) 0% 0% 3% 3% 3% 0% 0% 0% 0% 0% 0% 0% 0% 1% 1% 2%

main.em.TaxRes[17,5](t) 0% 0% 0% 0% 0% 0% 0% 0% -1% -1% -1% -1% -2% -1% 1% 1%

main.em.ol.OilFracDemConstr[17](t) 3% 2% 4% 2% 2% 1% 2% 0% 2% 2% 1% -3% -12% 1% 4% 10%

main.em.cl.UCTechnLT[17](t) -4% 0% 2% 0% 0% 0% 0% 1% 1% 1% 2% 2% 3% 1% 2% 4%

main.em.CatchTransElast[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 1% 3% 2% 1% 1% 2%

main.em.ImplMultOil[17,5](t) 3% 0% -2% -1% -2% -1% 0% 0% 0% 1% 2% 2% 4% 0% 2% 14%

main.em.ol.shockoil[17](t) 0% -1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% -5% 0% 1% 2%

main.em.gs.BGFFracDemConstr[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 1% 1% 1% 0% 1% 1%

main.em.gs.BGFDemoFrac[17](t) 0% 0% 0% 0% 0% 0% -1% -1% -1% -1% -1% -1% -1% 0% 0% 1%

main.em.ol.TradeBiasMultOil(main.em.ol.op) 0% 1% 0% 3% -1% -2% -1% -1% -1% -1% 0% -1% 0% 0% 1% 3%

main.em.TaxSer[17,5](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% -1% -1% 0% 0% 0%

main.em.ol.BLFTechnLT[17](t) 0% 0% 0% 0% -1% -1% 0% 0% 0% 0% 0% -1% -1% 0% 0% 1%

main.em.cl.CoalEconLT[17](t) -5% -1% 0% 0% 0% 0% 0% 0% 1% 2% 2% 2% 2% 0% 2% 6%

main.em.ol.distance[17,17](t) 1% 0% 0% 0% 0% -1% 0% 1% 2% 2% 1% -2% 1% 0% 1% 2%

main.em.gs.transcost(t) 0% 1% 1% 1% 0% 0% 1% 1% 0% 0% 0% 0% -2% 0% 1% 2%

main.em.ol.BLFtranscostpkm(t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 0% 1% 0% 0% 1%

main.em.ep.HydroCapacityHist[17](t) 0% 3% 4% 1% 0% 0% 0% 0% 0% -1% -1% -1% -1% 0% 1% 3%

main.em.RURPOP[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.BGFtranscostpkm(t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 1% 1% 0% 0% 1%

main.em.ep.MaxShare[17,4](t) 0% 1% 1% 1% 3% 1% -1% -1% -1% 0% 0% 0% -1% 0% 1% 4%

main.em.gs.GasFracDemConstr[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% -1% -1% 0% 0% 1%

main.em.gs.GasTechnLT[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 1% 0% 0% 1%

main.em.gs.DifTransport[17,17](t) 0% 1% 1% 1% 0% 0% 1% 1% -1% -2% 0% -2% -2% 0% 1% 2%



Name of variable 1975 1985 1995 2005 2015 2025 2035 2045 2055 2065 2075 2085 2095 µ(µ)µ(µ) σ(µ(µ))σ(µ(µ)) µ(σ)µ(σ)

main.em.ol.OilLearnExpTR(t) 0% 0% 0% 1% 1% 0% 0% 1% 0% 1% 0% -7% 0% 0% 2% 4%

main.em.gs.shockgas[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% -1% 1% 1% 0% 0% 1%

main.em.ep.EPTDTechnLT[17] 0% 0% 0% 1% 1% 0% 0% 0% 1% -1% 0% 0% 0% 0% 0% 1%

main.em.EnergyConv[17,3](t) -1% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1%

main.em.cl.SCTechnLT[17](t) 0% 0% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1%

main.em.cl.TradeBiasMultCoal(main.em.cl.op) 0% 0% 0% 0% 0% 0% 0% 1% 1% 0% -1% -2% -1% 0% 1% 1%

main.em.cl.COALFRACSUPCONSTR[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% -1% 1% 1% 0% 0% 1%

main.em.TaxOth[17,5](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.GasToLNG(t) 0% 0% 0% 2% 0% 0% 0% 0% 0% 0% 0% -1% 0% 0% 1% 1%

main.em.gs.BGFTechnLT[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ep.EPTDCapPerMWe[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ep.Elecnetimp[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ol.BLFDemoFrac[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.GasExpConstMult[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% -1% 0% 0% 2%

main.em.gs.premgas[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ol.DifTransport[17,17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% -1% 0% 0% 0% 1%

main.em.gs.PREMMultBGF(main.em.gs.op) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ol.OilTechnLT[17](t) 2% 0% 1% 0% 0% 0% 0% -1% 1% -1% -2% -1% -1% 0% 1% 3%

main.em.DieselGasTaxRatio[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ol.BLFFracDemConstr[17](t) 0% 0% 0% 0% 0% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1%

main.em.gs.BGFAddLearn[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.dem.PremFacSecFuel[17,5,5](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ol.OilExplExo[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ep.TEFuelPremium[17,3](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.cl.UCDeplMult[17](main.em.cl.frcr) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.cl.SCDiscExo[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.cl.UCDiscExo[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.cl.CoalMineSFrac[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.cl.CoalFracDemFut[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.cl.CoalFracSupFut[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.GasFracSupFut[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.GasFracDemFut[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.BGFFracDemFut[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.BGFFracSupFut[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%



Name of variable 1975 1985 1995 2005 2015 2025 2035 2045 2055 2065 2075 2085 2095 µ(µ)µ(µ) σ(µ(µ))σ(µ(µ)) µ(σ)µ(σ)

main.em.ol.BLFTarget[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ol.BLFFracDemFut[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ol.BLFFracSupFut[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ol.OilFracSupFut[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ol.OilFracDemFut[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ep.AvailInvestm[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ep.FGDRedFactor[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.dem.CostCurveImprExo[17,5,2](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.CO2Target(t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.TPESMARKER[5,9](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.RSEMARKER[5,9](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.BioSupplyBL[17,3](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.TPESBL[17,8](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.CO2BL[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.UserCostNTBL[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.UserCostBL[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.TotInvBL[18,8](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.EXOCarbonTax[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.EXOCgas[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.EXOCoil[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.EXOSFPrice[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.EXOLFprice[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.EXOGFprice[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.EXOELprice[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.EXOLLFprice[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.EXOHLFprice[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.TargetStorage[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.BioSinks(t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.TargetStorageRSE[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.EconLTConserv[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.cl.HiringAdjTime[17](main.em.cl.puh) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.cl.PriceCapacUtilMult[17](main.em.cl.cdtcpc) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.cl.ProdSafetyMult[17](main.em.cl.ar) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%



Appendix 5-4: Sensitivity of CO2 emission (output variable) normalised and averaged over all
years (µµµµ(µµµµ)) from the change in input variables broken down into groups of
variables according to the sub-models compared the same sensitivity from the
change in input variables broken down into groups.
White<0%<yellow<10%<light orange<100% sensitivity, strike through for
variables that have over all time steps a sensitivity smaller than 10%, and grey
and strike through for variables that have over all time steps a sensitivity of 0%.



By type

Bysubm
odule

Name of variable     µ(µ)µ(µ) µ(µ)µ(µ) Description of variable

main.em.dem.CHINFAC[17,5](t) 121% Calibration factor to simulate historic discrepancies between model results and historic data (used with care !!)
main.em.POP[17](t) 99% 83% Population

main.em.dem.IntUEc4Fut[17,5,4](t) 83% Multiplyer on historic c4; determines future saturation level
main.em.dem.RatioLLF[17,5](t) -75% Ratio of LLF/HLF in end use liquid fuel use

main.em.ep.SupprDemandfactor[17](t) 65% 84% Factor indicating part of electricity demand that is met by production
main.em.ep.NTEPvalueSc[17,2](t) 59% 52% Progress ratio  for NTE production as fraction decline in spec. inv. costs per doubling of cum.prodn.
main.em.dem.EffSecFuel[17,5,5](t) -56% Table of conversion efficiency from secondary energy to useful energy (fraction)

main.em.dem.ConservPvalue[17,5,2](t) 56% Progress ratio for energy conservation technology
main.em.ep.TEEffFuelSpecFile[17,3](t) -53% -42% Fuel specific efficiency in Thermal Electric TE (FOSSIL=coal, oil,gas)

main.em.dem.LOGMargIntens[5,2](main.em.dem.Tmei) -50% LOG value of the world curve specifying marginal energy intensity (i.e. intensity
main.em.IVA[17](t) 43% 33% Industry Value Added

main.em.ep.NTESpInvCostINIT[17,2] 32% 32% Specific Investment costs for nuclear electricity
main.em.ep.NTE_NNDeplMultFac[17](main.em.ep.bkfnn) 31% 10% Increase in NTE production costs along with production capacity due to depletion

main.em.GDP[17](t) 31% 23% Gross Domestic Product
main.em.cl.CoalCapacUtilFrac[17](main.em.cl.cdtcpc) 29% 20% Fraction indicating utilization of coal production capacity as a function of the ratio coal demand/capacity

main.em.ep.NTETimeStartLearn[17] 28% Year in which learning for NTE starts
main.em.gs.BGFPvalue[17](t) 25% 3% Learning rate for BGF

main.em.ol.EPIPOil[17](main.em.ol.oa) 24% 16% Multiplier indicating the Expected Profit from Investments in Production
main.em.cl.COALFRACDEMCONSTR[17](t) 22% 13% Exogenous constraint on which share of consumption can be met by imports

main.em.PRIVC[17](t) 21% 17% Private consumption
main.em.ep.ReserveFactorDes[17] 20% 20% Desired reserve factor as ratio of desired installed and actual installed capacity

main.em.ol.BLFPvalueConv[17](t) 18% 12% Progress ratio, costs declines for doubling of BLF conversion (ethanol etc.)
main.em.cl.PremMult(main.em.cl.op) -17% -7%
main.em.gs.BGFPvalueConv[17](t) 17% 5% Progress ratio, costs declines for doubling of BGF conversion (ethanol etc.)

main.em.ol.BLFPvalue[17](t) 16% 9% Progress ratio, costs declines for doubling of BLF production
main.em.SVA[17](t) 15% 9% Services Value Added

main.em.ol.DemSupPriceMult(main.em.ol.op) -14% -4% Multiplier on prices based on market shortages / production on maximum capacity
main.em.gs.EPIPGas[17](main.em.gs.ga) 13% 10% Multiplier determining the exploration effort in Natural Gas as function of expected price vs. costs (first column)  (Davidsen)

main.em.ol.OilProdDeplMult[17](main.em.ol.oo) -13% -6% Production - depletion multiplier for oil production
main.em.cl.UCLabSupply_i[17] -13% -13% Labour supply for UC mining, baseyear

main.em.cl.SCPValue[17](t) -12% -23% Progress ratio for learning in SC mining
main.em.cl.UC_ProdCostMult_i[17] -12% -12% Depletion multiplier for UC (costs increase as function of cumulated prodn)

main.em.cl.SCDeplMult[17](main.em.cl.frcr) -12% -3% Depletion multiplier for SC (costs increase as function of cumulated prodn)
main.em.gs.GasPvalue[17](t) -12% -37% Learning rate for gas production
main.em.ol.OilResource_i[17] 11% 11% Initial assumed resource base for oil



main.em.cl.SCResource_i[17] 10% 10% Initial (1971) resource of SC coal
main.em.ep.TEBaseloadFactor[17](t) 9% 14% Base loadfactor of thermal power plants

main.em.discountrate[17](t) 9% 21% Conversion of fossil energy carriers into other cariers (coal gasification etc.) - External scenario
main.em.gs.GasProdDeplMult[17](main.em.gs.gg) -9% -5% Production - depletion multiplier for gas production

main.em.ep.TESpInvCost2[17,3](t) -8% -5% Specific investment costs for TE production per fossil fuel type
main.em.ep.NuclDeplMult(main.em.ep.ncdp) 8% 12%

main.em.gs.GasEconLT[17](t) -7% 1% Economic liftetime of all gas capital stocks
main.em.ol.OilCost_i[17] -7% -7% Initial production costs

main.em.ep.HydroPotCapacity[17] -7% -7% Potential capacity of hydro power (absolute maximum)
main.em.ep.PeakLoadFactorMax[17] -6% -6% Maximum allowed peak loadfactor

main.em.gs.GasPvalueTR(t) -6% -21% Learning rate for gas transport and refining
main.em.BioDeplMultFac[17](main.em.bkfbio) 6% 6% Multiplier by which yield is divided, function of BFprodn/BFPotProdn

main.em.BioProdMax[17] -6% -6% Production level at which maximum price for biofuel production is reached (maximum production)
main.em.ep.GrossTransFactor[17](t) 6% 7% Gross transformation factor (= net electricity trade, own use, distribution losses and use in other energy transformation sectors)

main.em.LandPrice_i[17] 6% 6% Price of land in 1970
main.em.ep.TENTELogitPar[17](t) 5% 8% Cross-price elasticity in mult log fct determining the shares of TE and NTE in new EPG-investments

main.em.gs.GasResource_i[17] 5% 5% Initial gas resource base
main.em.ep.TELogitPar[17] 5% 5% Cross-price elasticity in mult log fct determining the market shares of fossil fuels in TE production

main.em.gs.DemSupPriceMult(main.em.gs.op) -5% -1% multiplier on prices as function of demand and supply of natural gas
main.em.ep.FracDemBL[17] -5% -5% BaseLoad share in electricity demand as fraction of demand asked more than x hr/yr

main.em.ep.NTEBaseLoadFactorSpec[17,2](t) -5% -29% Base loadfactor of NTE power plants
main.em.ol.LFEconLT[17](t) -5% -2% Economic lifetime of all liquid fuel capital stocks

main.em.ep.HydroDesFracPotCapacity[17](t) -4% -7% Desired fraction of hydropower potential capacity to be operating
main.em.cl.DISTANCE[17,17] -4% -4%  matrix with distances between major coal trade ports

main.em.cl.UCRelLabCost[17](t) -4% -14% Ratio between labour costs in UC mines and UnitLabourCostInp=GDP/cap
main.em.ol.OilExpConstMult[17](t) -4% -1% Constraints on oil exports

main.em.dem.HPUERatioFut[17,5](t) -4% Ratio between heat and electricity; scenario parameter (-)
main.em.ep.HydroLoadFactor[17](t) -4% -7% Load factor of hydro power plants

main.em.cl.SCFixedCapOutRatio_i[17] -4% -4% Initial (1971) capital-output ratio in SC mining
main.em.ep.ImplMultElec[17,5](t) -4% -4%

main.em.gs.PREMMult(main.em.gs.op) 4% 1%
main.em.gs.GasCost_i[17] -3% -3% initial gas production costs

main.em.cl.UCResource_i[17] 3% 3% Initial (1971) resource of UC coal
main.em.ol.PriceRatioLLFHLF[17] -3% -3% Determines price setting between LLF and HLF fuels

main.em.ep.TENTEAdjTime[17] 3% 3% Adjustment time in TE/NTE substitution process in EPG investments
main.em.UnitLabourCostinp[17](t) -3% -13% Unit labour cost equated to gdp/cap

main.em.ImplMultCoal[17,5](t) -3% -3%
main.em.gs.GasTransFrac[17](t) 3% 2% Transformation and distribution losses as a fraction of domestic Gas demand
main.em.ol.OilTransFrac[17](t) 3% 2% Transformation and distribution losses as a fraction of domestic oil demand

main.em.gs.BGFTimeSL[17] 3% 3% Year at which the learning in BGF production starts



main.em.gs.distance[17,17](t) 3% 0% Distance matix
main.em.cl.PREMCOALTRD[17](t) -3% -10% Multiplier on coal in interregional trade

main.em.gs.GasTRCapOutRatio_i[17] -3% -3% Capital output ratio for transport and distribution of NG to end-user
main.em.cl.PREMCOALDIS[17](t) -2% -4% Added cost for inland transport

main.em.ep.ElecPremium[17,4](t) -2% -3% Economic Lifetime of electricity production
main.em.ep.NTE_NNProdMax[17] -2% -2% Maximum potential for Non Nuclear NTE production (solar/wind)

main.em.ep.TETechnLT[17] 2% 2% Technical lifetime of TE production capital
main.em.dem.NonEnInt[17](t) 2% Energy intensity of non-energy use vis-à-vis IVA

main.em.ol.BunkerInt[17](t) 2% 2% Use of oil for ??? Bunkers
main.em.dem.NonEnEffImpr[17](t) -2% Annual improvement of energy intensity of non-energy use vis-à-vis IVA

main.em.cl.CoalDesGrossMargin[17] -2% -2% Desired Gross Margin DGM on coal production 
main.em.ol.OilPValue[17](t) 2% -28% Learning factor for oil production

main.em.cl.DIFTRANSPORT[17,17](t) -2% -3% Artificial trade barrier: Conversion from actual km' in distance matrix to ocean-shipping equivalent km' 
main.em.cl.TRANSCOST(t) -2% -2% Specific overseas transport cost of coal NOT ON LAND?

main.em.ol.BLFConvCOR_i[17] 2% 2% Capital-output ration for BLF production (conversion technology)
main.em.ep.NuclMaxProd -2% -2%

main.em.dem.GasDieselFrac[17](t) -2% Fraction of diesel in total transport fuel demand (only relevant for emissions)
main.em.ol.OilRPRDes[17] 2% 2% Desired reserve/production ratio

main.em.ol.OliTrsh -2% -2% Determines who is oligopolic region
main.em.cl.CoalTransfFrac[17](t) 1% 1% Coal losses and energy sector consumption fraction

main.em.dem.PremFacSecFuel[17,5,5](t) -1% Table of premium factor to the price of secondary energy carriers (fraction)
main.em.cl.TradeParCoal[17] 1% 1% Parameter of multinomial logit function for determining coal trade
main.em.ep.TEConstrDel[17] -1% -1% Delay for construction of TE production capital

main.em.ep.NTECumLearn_i[17,2] -1% -1% Cumulative production of NTE prodn before 1970 (denominator in learning equation)
main.em.cl.CoalLogitPar[17] 1% 1% Parameter of multinomial logit function for determining share of investments in UC and SC

main.em.ep.NTEDemoFrac[17,2](t) -1% -2% Fraction desired of Electricity Demand forcefully met by NTE Demo overruling price-market
main.em.ep.CHPEff[17](t) 1% 1%
main.em.ol.TRElasOil[17] -1% -1% Sensitivity to prices in interregional oil trade

main.em.cl.CoalProcOvFac[17](t) -1% -2% Coal losses in coal processing factor
main.em.ol.OilTechMaxFrac[17] 1% 1% Technical Maximum (fraction) which can be produced from reserve

main.em.ep.NTETechnLT[17] -1% -1% Technical lifetime of NTE production capital
main.em.TaxTrp[17,5](t) -1% -1% Tax on secondary fuels for transport (1971-1995 hist, thereafter scenario)

main.em.ep.TEMShare_i[17,3] 1% 0% Initial (1971) market shares of different fuel types
main.em.ep.EPEconLT[17](t) -1% -5% Share of LLF in liquid fuel use for elecitricity production

main.em.ImplMultGas[17,5](t) -1% -2%
main.em.ol.BLFYieldFact_i[17] -1% -1% Initial yield for biofuel production plantages

main.em.ol.OilProdCum_i[17] -1% -1% Initial cumulated oil production used for calculating the learning factor
main.em.TaxInd[17,5](t) -1% 0% Tax on secondary fuels for industry (1971-1995 hist, thereafter scenario)

main.em.dem.MShareExoFile[17,5,3](t) 1% exogenous marketshare of commercial energy carriers in heat (fraction)
main.em.gs.BGFCORInit[17] 1% 1% Initial capital-output ratio for Biomass production 



main.em.ep.HydroPeakFrac[17] 1% 1%
main.em.gs.BGFYieldFact_i[17] 1% 1% Initial yield for biofuel production plantages

main.em.ol.transcost(t) 1% -1% Transport costs for oil
main.em.ep.EPG_FracLLF[17](t) -1% -1%

main.em.gs.TRElasGas[17] 1% 1% Sensitivity to price differences in gas trade
main.em.ol.TRElasBLF[17] -1% -1% Sensitivity to prices in interregional BLF trade

main.em.gs.BGFConvCOR_i[17] 1% 1% Initial capital-output ratio for conversion of biofuels to BGF
main.em.dem.IntTotRevFactor(t) 1% Switch that determines whether model shows reversibility in response to declining activity levels

main.em.TaxRes[17,5](t) -1% -1% Tax on secondary fuels for residential (1971-1995 hist, thereafter scenario)
main.em.ep.TEFuelAdjTime[17] -1% -1% Adjustment time in fuel substitution process in TE

main.em.ol.OilFracDemConstr[17](t) 1% 5% Constraints on oil import
main.em.ep.NTEConstrTime[17] -1% -1% Time required for constructing NTE capital

main.em.cl.UCTechnLT[17](t) 1% 0% Technical lifetime for UC capital
main.em.ol.premoil[17] -1% -1% multiplier on regionally produced oil in trade module

main.em.CatchTransElast[17](t) 1% 1% Transfer elasticity in catching up of technology
main.em.ep.TECapacity_i[17] 0% 0% Initial (1971) TE capital
main.em.ImplMultOil[17,5](t) 0% 2%

main.em.ol.shockoil[17](t) 0% 0% Additional factor on prices to mimic historic price shocks
main.em.gs.BGFFracDemConstr[17](t) 0% 0% Import constraints for BGF in case of endogenoous trade modelling

main.em.gs.BGFDemoFrac[17](t) 0% 0% Exogenously forced BGF as fraction of LLF demand
main.em.ep.NTECapacityUndConstr_i[17,2] 0% 0% NTE capital under construction in start year of simulation

main.em.ol.TradeBiasMultBLF(main.em.ol.op) 0% 0%
main.em.TaxSer[17,5](t) 0% 0% Tax on secondary fuels for services (1971-1995 hist, thereafter scenario)

main.em.ol.BLFTechnLT[17](t) 0% -1% Technical lifetime of BLF capital stock
main.em.cl.CoalEconLT[17](t) 0% 1% Economic lifetime of coal producing capital

main.em.ol.distance[17,17](t) 0% 0% Distance matix for interregional trade
main.em.gs.GasBGFLogitPar[17] 0% 0% Multinomial logit parameter dermining price difference based BLF market penetration (zero + no role, high + important)

main.em.cl.SCLearnCum_i[17] 0% 0% Cumulative SC production in baseyear (should be equal to SCProdCum_i but is not !!!)
main.em.ep.ElecCapacityTrendHor[17] 0% 0% Anticipation of demand planning horizon in electric power planning
main.em.ep.HydroSpInvCost1990[17] 0% 0% Specific investment costs for hydro production

main.em.gs.transcost(t) 0% 0% Transport costs per km
main.em.gs.GasDesGrossMargin[17] 0% 0% Desired Gross Margin for Natural Gas production

main.em.ol.BLFTimeSL[17] 0% 10% Year at which the learning in BLF production starts
main.em.ol.OilBLFLogitPar[17] 0% 0% Determines market based penetration of BLF (price sensitivity)

main.em.ep.HydroCapacityHist[17](t) 0% 0% Historical data for installed capacity of hydro power
main.em.ol.TradeBiasMultOil(main.em.ol.op) 0% 0%

main.em.RURPOP[17](t) 0% 0% Fraction rural population
main.em.ol.BLFDesGrossMargin[17] 0% 0% Minimum desired gross margin of BLF production

main.em.gs.BGFtranscostpkm(t) 0% 0% Transport costs per km for biofuels
main.em.cl.UCConstrTime[17] 0% 0% Construction time for new UC capital



main.em.ep.MaxShare[17,4](t) 0% 1%
main.em.gs.GasFracDemConstr[17](t) 0% -1% Import contsraints for gas in case of endogenous trade modelling

main.em.gs.GasTechnLT[17](t) 0% 0% Technical lifetime of all gas capital stocks
main.em.ol.OilTRCapOutRatio_i[17] 0% 0% Oil capital output ratio for transport/refining

main.em.ol.OilDesGrossMargin[17] 0% 0% Minimum desired gross margin of oil production
main.em.gs.DifTransport[17,17](t) 0% -2% Difficulty matrix for international transport
main.em.gs.GasTechMaxFrac[17] 0% 0% Technical Maximum (fraction) which can be produced from reserve

main.em.ol.OilLearnExpTR(t) 0% 0% Progress ratio, costs declines for doubling of oil production for transport/refining
main.em.gs.shockgas[17](t) 0% 0% Exogenous price shock to include impact of oil crises

main.em.ep.EPTDTechnLT[17] 0% 0% Technical lifetime of transmission/distribution capital
main.em.EnergyConv[17,3](t) 0% 0%

main.em.gs.TRElasBGF[17] 0% 0% Sensitivity to price differences in BLF trade
main.em.ol.BLFtranscostpkm(t) 0% 0% Transport costs for BLF

main.em.cl.CoalPrice_i[17] 0% 0% Initial coal price
main.em.cl.SCTechnLT[17](t) 0% 0% Technical lfetime of surface coal producing capital

main.em.ep.NTECapacity_i[17,2] 0% 0% Initial (1971) NTE capital
main.em.cl.TradeBiasMultCoal(main.em.cl.op) 0% -1%

main.em.gs.BGFLearnCum_i[17] 0% 0% Initial value for cumulated gaseous biofuel production for learning by doing simulation
main.em.ol.BLFCORInit[17] 0% 0% Capital-output ration for BLF production (crude production)

main.em.ol.BLFLearnCum_i[17] 0% 0% Initial cumulated BLF production used for calculating the learning factor
main.em.ol.BLFTransfFrac[17] 0% 0% Transformation and distribution losses as a fraction of domestic BLF demand

main.em.cl.COALFRACSUPCONSTR[17](t) 0% 1% Exogenous constraint on how many times domestic production can be exported
main.em.TaxOth[17,5](t) 0% 0% Tax on secondary fuels for other (1971-1995 hist, thereafter scenario)

main.em.ep.HydroTechnLT[17] 0% 0% Technical lifetime of hydro production capital
main.em.gs.GasToLNG(t) 0% 0% Additional costs for coversion NG to LNG

main.em.gs.BGFTechnLT[17](t) 0% 0% Technical lifetime of BGF capital stocks
main.em.ep.EPTDCapPerMWe[17](t) 0% 0% Capital costs of electricity transmission and distribution

main.em.ep.Elecnetimp[17](t) 0% 0% Net electricity imports
main.em.gs.GasRPRDes[17] 0% 0% Desired reserve production ratio for gas

main.em.gs.BGFDesGrossMargin[17] 0% 0% BioGaseousFuel BGF Desired Gross Margin for producers
main.em.cl.RPRDes[17] 0% 0% Desired reserve production ratio RPR for coal

main.em.ol.BLFDemoFrac[17](t) 0% 0% Exogenously forced BLF as fraction of LLF demand
main.em.ep.NTEMaxFracOfPeak[17] 0% 0% Maximum allowed NTE excess production as a fraction of total peak electricity demand

main.em.cl.SCConstrTime[17] 0% 0% Construction time for new SC capital
main.em.gs.GasExpConstMult[17](t) 0% 0% Export constraint

main.em.gs.premgas[17] 0% 0% multiplier on regionally produced Gas in trade module
main.em.ol.DifTransport[17,17](t) 0% 0% Difficulti matrix for interregional trade

main.em.gs.GasProdCum_i[17] 0% 0% Initial cumulated gas production used for calculating the learning factor
main.em.gs.PREMMultBGF(main.em.gs.op) 0% 0%

main.em.ol.OilTechnLT[17](t) 0% 0% Technical lifetime of all [crude] oil capital stocks



main.em.ol.premblf[17] 0% 0% multiplier on regionally produced blf in trade module
main.em.DieselGasTaxRatio[17](t) 0% 0% Discount rate

main.em.cl.CoalPlannHor[17] 0% 0% Planning horizon for coal production
main.em.ol.BLFFracDemConstr[17](t) 0% 0% Constraints on BLF import

main.em.cl.SCReserveIdent_i[17] 0% 0% Initial (1971) identified reserve for Surface Coal (part of resource)
main.em.gs.BGFAddLearn[17](t) 0% 0% Exogenously forced BGF as fraction of LLF demand

main.em.ep.EPTDEconLT[17] 0% 0% Economic lifetime of transmission/distribution capital
main.em.dem.OMCost[17,5,5] 0% Operation and maintenance costs
main.em.ol.OilExplExo[17](t) 0% 0% Exogenous exploration rate for oil (additional to investment-driven exploration) (not used)

main.em.ep.TEFuelPremium[17,3](t) 0% 0% Premium value for different fuel types in TE production as multiplication factor
main.em.cl.UCDeplMult[17](main.em.cl.frcr) 0% 0% Multiplier to indicate declining productivity of UC mines with increasing depletion of the resource base

main.em.cl.UCReserveIdent_i[17] 0% 0% Initial (1971) identified reserve for Underground Coal (part of resource)
main.em.ep.EffStorageLoss 0% 0%

main.em.ep.ReqInv_i[17] 0% 0% Initial (1971) required investments in electricity production
main.em.ep.SSpecEmCoal[17] 0% 0% Sulfur emission from coal burning

main.em.ep.StorageIncrCost 0% 0% Increase in TE production costs due to CO2 removal and storage WORKS ON WHAT?
main.em.gs.BGFMShareAdjTime[17] 0% 0% Adjustment parameter to delay the market penetration of BLF

main.em.gs.BGFTransfFrac[17] 0% 0% Transform and distribution losses for BGF
main.em.gs.OligoMult 0% 0% Additional rent for oligopolic producers

main.em.gs.OliTrsh 0% 0% Identifies oligopolic producerts
main.em.gs.premBGF[17] 0% 0% !multiplier on regionally produced BGF in trade module

main.em.gs.TargetBGF[17] 0% 0%
main.em.ol.BLFMShareAdjTime[17] 0% 0% Time delay market penetration BLF

main.em.ol.OligoMult 0% 0% Additional factor on prices for oligopolic regions
main.em.BioSinks(t) 0% 0%

main.em.BioSupplyBL[17,3](t) 0% 0%
main.em.cl.CoalFracDemFut[17](t) 0% 0% Scenario value of fraction coal demand imported
main.em.cl.CoalFracSupFut[17](t) 0% 0% Scenario value of fraction coal supplied exported;
main.em.cl.CoalMineSFrac[17](t) 0% 0% Sulphur fraction of coal at minemouth

main.em.cl.HiringAdjTime[17](main.em.cl.puh) 0% 0% Delay time required for hiring new labour (see Naill, 1977)
main.em.cl.PriceCapacUtilMult[17](main.em.cl.cdtcpc) 0% 0% Multiplier to include the effect of capacity utilization on the coal price, as a function of the ratio coal demand/capacity

main.em.cl.ProdSafetyMult[17](main.em.cl.ar) 0% 0% Multiplier to include safety measures in UC production (see Naill, 1977)
main.em.cl.SCDiscExo[17](t) 0% 0% Exogenous discovery rate for surface coal (not used)
main.em.cl.UCDiscExo[17](t) 0% 0% Exogenous discovery rate for SC (not used)

main.em.CO2BL[17](t) 0% 0% CO2 target scenario as comparison (e.g. 550 ppmv stabilisation)
main.em.CO2Target(t) 0% 0%

main.em.dem.CostCurveImprExo[17,5,2](t) 0% Table of autonomous decrease of conservation cost curves 
main.em.EconLTConserv[17](t) 0% 0%
main.em.ep.AvailInvestm[17](t) 0% 0% Available capital for investments (in case of capital constraint scenario)

main.em.ep.FGDRedFactor[17](t) 0% 0% Fraction with which sulfur oxide is removed in Flue Gas Desulf FGD processes



main.em.EXOCarbonTax[17](t) 0% 0%
main.em.EXOCgas[17](t) 0% 0%
main.em.EXOCoil[17](t) 0% 0%

main.em.EXOELprice[17](t) 0% 0%
main.em.EXOGFprice[17](t) 0% 0%

main.em.EXOHLFprice[17](t) 0% 0%
main.em.EXOLFprice[17](t) 0% 0%

main.em.EXOLLFprice[17](t) 0% 0%
main.em.EXOSFPrice[17](t) 0% 0%

main.em.gs.BGFFracDemFut[17](t) 0% 0% BGF export scenario in case of no endogenous trade modelling
main.em.gs.BGFFracSupFut[17](t) 0% 0% BGF import scenario in case of no endogenous trade modelling
main.em.gs.GasFracDemFut[17](t) 0% 0% Gas import scenario in case of no endogenous trade modelling
main.em.gs.GasFracSupFut[17](t) 0% 0% Gas export scenario in case of no endogenous trade modelling

main.em.ol.BLFFracDemFut[17](t) 0% 0% BLF import scenario in case of no endogenous trade modelling
main.em.ol.BLFFracSupFut[17](t) 0% 0% BLF export scenario in case of no endogenous trade modelling

main.em.ol.BLFTarget[17](t) 0% 0% Exogenously forced BLF as fraction of LLF demand
main.em.ol.OilFracDemFut[17](t) 0% 0% Oil export scenario in case of no endogenous trade modelling
main.em.ol.OilFracSupFut[17](t) 0% 0% Oil import scenario in case of no endogenous trade modelling

main.em.RSEMARKER[5,9](t) 0% 0%
main.em.TargetStorage[17](t) 0% 0% Target for carbon removal and storage from power plants

main.em.TargetStorageRSE[17](t) 0% 0%
main.em.TotInvBL[18,8](t) 0% 0%
main.em.TPESBL[17,8](t) 0% 0%

main.em.TPESMARKER[5,9](t) 0% 0%
main.em.UserCostBL[17](t) 0% 0%

main.em.UserCostNTBL[17](t) 0% 0%
main.em.cl.AdjRate[17] 0% 0%

main.em.cl.DeplFac 0% 0%
main.em.cl.HAWR[17] 0% 0% Adjustment rate for hiring UC labourers (see Naill, 1977)

main.em.cl.PAR[17] 0% 0%
main.em.cl.SCProdCum_i[17] 0% 0% Cumulated SC (=brown coal) production in base year 1971 (denominator in learning)
main.em.cl.SSpecEmCoal[17] 0% 0% Specific sulphur emission coefficient for coal

main.em.cl.UCProdCum_i[17] 0% 0% Cumulated UC (=other coal) production in base year 1971 (denominator in learning)
main.em.dem.CalibFactor[17,5,4] Factor that can be used to increase/reduce SC formulation to fit history (at expense of missing match in 1995)

main.em.dem.ConservCapTechLT[17,5,2] Technical lifetime of end-use conservation capital (year)
main.em.dem.ConservDelayStep[17,5,2] Number of years the energy conservation is delayed (year)
main.em.dem.ConservInvCum_i[17,5,2] Initial cumulative investments in energy conservation in the baseyear (US$-1995)
main.em.dem.ConservRevHtime[17,5,2] Halftime of the allowed reversible decrease of energy conservation fraction

main.em.dem.ConservRevMax[17,5,2] Maximum of the allowed reversible decrease of energy conservation fraction
main.em.dem.CostCurveMax[17,5,2] Maximum intensity-reduction resulting from price changes



main.em.dem.CostCurveScale[17,5,2] Scaling constant for conservation cost curves (US$/GJsaved)
main.em.dem.CostUEInit[17,5,2] Initial price of useful energy - necessary in PIEEI formulation

main.em.dem.DFRef[17,5,2] Value of activity indicator in 1995
main.em.dem.EndUseCapTechLT[17,5,2] Technical lifetime of end-use, energy using capital (year)

main.em.dem.FracSat[17,5]  Relevant to estimate saturation value of energy use in case an alternative driver  
main.em.dem.IndModBioFac[17] Share of biomass use in industry that is assumed to be 'modern biofuels

main.em.dem.IntensRefFile[17,5,4] Intensity in reference year (1995) in order to result in 100% match between simulation and model in 1995
main.em.dem.IntensTBFile[17,5,4] A theoretical minimum for intensity
main.em.dem.IntUEc0File[17,5,4] Parameters part of the SC formula
main.em.dem.IntUEc3File[17,5,4] Parameters part of the SC formula
main.em.dem.IntUEc4File[17,5,4] Parameters part of the SC formula: determines saturation level
main.em.dem.LoadFactor[17,5,2] Load factor (-)

main.em.dem.MargIntensStart[17,5,2] Regional starting point on the marginal intensity curve (world) in the baseyear (year)
main.em.dem.MSharePriceElas[17,5] Price elasticity of the market shares of secondary energy carriers (heat only) (-)
main.em.dem.SecHeatFutMS[17,5](t) Secondary heat consumption (% of total consumption)

main.em.dem.SInvCost[17,5,5] Specific investment costs
main.em.dem.TechFacInp[17,5,4] Ratio between 1975 and 1971 technology in order to make sure simulation matches historic data in 1995

main.em.dem.TFelasAlt[17] Determines dependency of trad. fuel use on price of alternative (oil price)
main.em.dem.TFelasUrb[17] Determines dependency of trad. Fuel use on share urban population
main.em.dem.TFFacSat[17] Minimum level of traditional fuel use

main.em.dem.TFMult[17] Determines future income elasticity as function of per capita traditional fuel consumption
main.em.dem.TradFuelInit[17] Inititial consumption of traditional fuel (based on historic data)

main.em.dem.TradFuelShare[17,5](t) Share in industry, services, transport and other of traditional biofuels
main.em.dem.TTAEEI[17](t) Effect of technology transfer (policy or autonomous) on AEEI

main.em.dem.PayBackTimefut[17,5,2] Payback time in future
main.em.dem.PosMaxFile[17,5,4] Position of maximum in energy intensity formulation



Appendix 5-5: Sensitivity of an output variable specific for each sub-model that is normalised
for each time step (µµµµ) and normalised and averaged over all years (µµµµ(µµµµ)), and
standard deviation of the normalised and averaged sensitivity (µµµµ(σσσσ)) from the
change in input variables broken down into groups of variables according to the
sub-models. White<0%<yellow<10%<light orange<100% sensitivity, strike
through for variables that have over all time steps a sensitivity smaller than 10%,
and grey and strike through for variables that have over all time steps a sensitivity
of 0%.



Submodule output 1975 1985 1995 2005 2015 2025 2035 2045 2055 2065 2075 2085 2095 µ(µ)µ(µ) σ(µ(µ))σ(µ(µ)) µ(σ)µ(σ)

main.em.POP[17](t) 115% 117% 114% 108% 103% 92% 76% 66% 61% 57% 55% 58% 59% 83% 25% 27%

main.em.IVA[17](t) 56% 54% 49% 46% 44% 39% 29% 22% 18% 17% 17% 18% 18% 33% 15% 12%

main.em.GDP[17](t) 44% 44% 46% 43% 39% 31% 22% 13% 6% 2% 1% 2% 0% 23% 19% 11%

main.em.discountrate[17](t) 0% 2% 1% -2% -1% 4% 14% 26% 38% 46% 48% 48% 46% 21% 22% 7%

main.em.PRIVC[17](t) 34% 34% 34% 34% 31% 27% 20% 15% 9% 2% -4% -8% -10% 17% 17% 7%

main.em.UnitLabourCostinp[17](t) -1% -3% -4% -4% -5% -8% -12% -17% -22% -25% -25% -25% -24% -13% 10% 8%

main.em.SVA[17](t) 18% 18% 20% 18% 18% 17% 12% 8% 3% -1% -2% -4% -5% 9% 10% 5%

main.em.BioDeplMultFac[17](main.em.bkfbio) 0% 0% 0% 0% 2% 5% 6% 7% 8% 10% 12% 14% 15% 6% 6% 3%

main.em.BioProdMax[17] 0% 0% 0% 0% -1% -2% -3% -5% -7% -10% -13% -16% -18% -6% 7% 6%

main.em.LandPrice_i[17] 0% 0% 0% 0% 1% 4% 5% 6% 8% 10% 12% 14% 15% 6% 6% 3%

main.em.ImplMultCoal[17,5](t) -2% -3% -2% -2% -2% -2% -2% -2% -3% -4% -5% -6% -8% -3% 2% 3%

main.em.ImplMultOil[17,5](t) 1% 0% -1% 0% -1% 0% 2% 3% 2% 2% 5% 8% 10% 2% 3% 4%

main.em.ImplMultGas[17,5](t) 1% 2% 2% 1% 0% 0% -2% -2% -3% -4% -4% -5% -7% -2% 3% 2%

main.em.CatchTransElast[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 1% 2% 3% 4% 6% 1% 2% 1%

main.em.TaxTrp[17,5](t) 0% 0% -1% -1% -1% -1% -1% -1% -1% -2% -2% -2% -3% -1% 1% 0%

main.em.TaxRes[17,5](t) 0% 0% 0% 0% -1% -1% -1% -1% -1% -1% -2% -2% -2% -1% 1% 0%

main.em.TaxInd[17,5](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% -1% -1% -1% -1% 0% 0% 0%

main.em.TaxSer[17,5](t) 0% 0% 0% 0% 0% 0% 0% -1% -1% -1% -1% -1% -1% 0% 0% 0%

main.em.RURPOP[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.EnergyConv[17,3](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.TaxOth[17,5](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.DieselGasTaxRatio[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.UserCostNTBL[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.UserCostBL[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.TPESMARKER[5,9](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.TPESBL[17,8](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.TotInvBL[18,8](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.TargetStorageRSE[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.TargetStorage[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.RSEMARKER[5,9](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.EconLTConserv[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.BioSupplyBL[17,3](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.BioSinks(t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.CO2Target(t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%



main.em.CO2BL[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.EXOSFPrice[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.EXOLLFprice[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.EXOLFprice[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.EXOHLFprice[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.EXOGFprice[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.EXOELprice[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.EXOCoil[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.EXOCgas[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.EXOCarbonTax[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ol.OilPValue[17](t) -8% -13% -29% -42% -55% -73% -107% -143% -176% -240% -309% -432% -535% -166% 169% 90%

main.em.ol.EPIPOil[17](main.em.ol.oa) 14% 35% 38% 40% 36% 36% 44% 49% 56% 58% 71% 98% 133% 55% 31% 45%

main.em.ol.OilResource_i[17] 1% 2% 4% 5% 16% 22% 31% 41% 60% 84% 113% 162% 141% 53% 56% 52%

main.em.ol.OilProdDeplMult[17](main.em.ol.oo) -10% -16% -18% -18% -23% -25% -31% -31% -41% -53% -65% -77% -95% -39% 26% 29%

main.em.ol.OilCost_i[17] -9% -18% -20% -19% -22% -25% -30% -36% -45% -53% -60% -72% -87% -38% 24% 29%

main.em.ol.DemSupPriceMult(main.em.ol.op) -3% -16% -14% -11% -15% -19% -25% -28% -34% -43% -55% -69% -85% -32% 25% 20%

main.em.ol.BLFPvalueConv[17](t) 0% 0% 0% 1% 7% 25% 27% 27% 33% 41% 48% 64% 78% 27% 26% 43%

main.em.ol.BLFPvalue[17](t) 0% 0% 0% 0% 5% 16% 18% 21% 27% 34% 43% 53% 60% 21% 21% 33%

main.em.ol.BLFTimeSL[17] 0% 0% 0% 1% 7% 19% 21% 22% 25% 33% 39% 48% 48% 20% 18% 31%

main.em.ol.OilFracDemConstr[17](t) 3% 6% 9% 5% 10% 12% 14% 16% 19% 15% 20% 35% 24% 15% 9% 25%

main.em.ol.PriceRatioLLFHLF[17] -1% -6% -4% -4% -6% -7% -9% -10% -15% -19% -24% -31% -42% -14% 12% 10%

main.em.ol.OliTrsh -6% -5% -7% -2% -8% -7% -6% -6% -9% -10% -9% -16% -21% -9% 5% 17%

main.em.ol.OilProdCum_i[17] -1% -2% -3% -4% -3% -4% -3% -6% -8% -10% -10% -5% -12% -5% 4% 16%

main.em.ol.transcost(t) -3% -2% -1% -1% -2% -2% -3% -3% -6% -7% -7% -13% -17% -5% 5% 8%

main.em.ol.TRElasOil[17] -3% 0% 1% 1% 1% 0% -2% -3% -11% -14% -13% -14% -9% -5% 6% 16%

main.em.ol.OilExpConstMult[17](t) 0% 0% 0% 6% 3% 1% -1% -2% -3% -9% -15% -19% -16% -4% 8% 21%

main.em.ol.OilTransFrac[17](t) 6% 6% 6% 5% 5% 3% 4% 3% 3% 1% 2% 4% 4% 4% 2% 4%

main.em.ol.BLFConvCOR_i[17] 0% 0% 0% 0% 1% 4% 4% 5% 5% 7% 7% 10% 7% 4% 3% 7%

main.em.ol.LFEconLT[17](t) 0% 4% 3% 3% 2% 1% -2% -2% -4% -6% -9% -15% -21% -4% 8% 13%

main.em.ol.OilRPRDes[17] 3% 3% 7% 8% 6% 4% 3% 4% 4% 3% 1% 2% -2% 3% 3% 10%

main.em.ol.OilLearnExpTR(t) 0% 2% 4% 4% 4% 4% 4% 5% 4% 2% 1% 4% 6% 3% 1% 5%

main.em.ol.BunkerInt[17](t) 4% 3% 4% 2% 3% 3% 3% 2% 5% 3% 4% 3% 4% 3% 1% 4%

main.em.ol.OilTRCapOutRatio_i[17] -5% -6% -5% -4% -4% -3% -2% -2% 0% -1% -2% 0% 2% -2% 2% 5%

main.em.ol.TradeBiasMultOil(main.em.ol.op) -4% -2% -3% 2% -2% 1% 1% 1% -4% -3% -4% -4% -6% -2% 3% 9%

main.em.ol.premoil[17] -4% 1% 0% 0% -1% -2% 0% -2% -2% -1% -5% -4% -6% -2% 2% 7%



main.em.ol.OilTechMaxFrac[17] 1% 2% 4% 9% 6% 3% 2% 3% 2% 1% 1% -4% -6% 2% 4% 7%

main.em.ol.BLFYieldFact_i[17] 0% 0% 0% 0% 0% -1% -2% -2% -3% -3% -4% -5% -5% -2% 2% 3%

main.em.ol.DifTransport[17,17](t) -3% -1% -1% -2% -2% -2% -2% -3% 3% -3% -6% -10% 8% -2% 4% 12%

main.em.ol.BLFTechnLT[17](t) 0% 0% 0% 0% -1% -3% -1% -1% -2% -2% -3% -4% -5% -2% 2% 3%

main.em.ol.TRElasBLF[17] 0% 0% 0% 0% 0% -1% -1% -2% -2% -2% -2% -4% -6% -2% 2% 6%

main.em.ol.OilTechnLT[17](t) 2% 2% 2% 2% 1% 1% 2% 3% 3% 0% 3% -2% -3% 1% 2% 5%

main.em.ol.distance[17,17](t) -1% -1% -1% 0% -1% 0% -1% -1% -2% -3% -5% 3% 1% -1% 2% 4%

main.em.ol.shockoil[17](t) 0% -10% -2% 0% 0% 0% 0% 0% 1% 0% 0% -1% 0% -1% 3% 2%

main.em.ol.BLFDesGrossMargin[17] 0% 0% 0% 0% 0% 0% 0% 1% 1% 1% 1% 0% 1% 0% 0% 1%

main.em.ol.OilBLFLogitPar[17] 0% 0% 0% 0% 1% 1% 2% 1% 0% 0% 0% -1% -1% 0% 1% 3%

main.em.ol.OilDesGrossMargin[17] 0% -1% -1% -1% -1% -1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1%

main.em.ol.BLFLearnCum_i[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 1% 0% 0% 1%

main.em.ol.BLFFracDemConstr[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% -1% -1% 0% 0% 1%

main.em.ol.BLFTransfFrac[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 1% 0% 0% 0%

main.em.ol.OilExplExo[17](t) 0% 0% 0% 0% 0% 1% 1% 0% 0% 0% 0% -1% 1% 0% 0% 1%

main.em.ol.BLFtranscostpkm(t) 0% 0% 0% 0% 0% 0% 1% 1% 0% 0% 0% 0% 1% 0% 0% 1%

main.em.ol.BLFDemoFrac[17](t) 0% 0% 0% 0% -1% -1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ol.premblf[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 0% 0% -1% 0% 0% 1%

main.em.ol.BLFCORInit[17] 0% 0% 0% 0% 0% 0% -1% -1% 0% -1% -1% 1% 2% 0% 1% 4%

main.em.ol.TradeBiasMultBLF(main.em.ol.op) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ol.BLFFracDemFut[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ol.BLFFracSupFut[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ol.BLFMShareAdjTime[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ol.BLFTarget[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ol.OilFracDemFut[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ol.OilFracSupFut[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ol.OligoMult 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.GasPvalue[17](t) -6% -21% -41% -59% -74% -90% -109% -130% -178% -241% -300% -351% -379% -152% 127% 91%

main.em.gs.GasPvalueTR(t) -3% -20% -38% -51% -61% -68% -72% -76% -96% -128% -156% -184% -205% -89% 62% 80%

main.em.gs.EPIPGas[17](main.em.gs.ga) 11% 32% 44% 46% 42% 41% 39% 39% 44% 51% 61% 70% 73% 46% 16% 42%

main.em.gs.GasProdDeplMult[17](main.em.gs.gg) -18% -22% -26% -28% -28% -26% -24% -24% -29% -34% -38% -42% -47% -30% 8% 22%

main.em.gs.GasCost_i[17] -15% -21% -27% -28% -25% -24% -24% -24% -27% -29% -32% -35% -36% -27% 6% 22%

main.em.gs.DemSupPriceMult(main.em.gs.op) -19% -25% -25% -27% -27% -23% -21% -19% -24% -26% -28% -32% -33% -25% 4% 23%

main.em.gs.GasResource_i[17] 0% 2% 6% 11% 15% 20% 24% 24% 27% 31% 39% 46% 50% 23% 16% 17%

main.em.gs.GasTRCapOutRatio_i[17] -20% -28% -26% -22% -20% -17% -16% -15% -16% -17% -18% -21% -22% -20% 4% 25%



main.em.gs.GasEconLT[17](t) 12% 20% 20% 18% 16% 14% 12% 12% 11% 11% 10% 10% 10% 13% 4% 18%

main.em.gs.DifTransport[17,17](t) -6% -9% -9% -9% -8% -8% -8% -8% -9% -11% -14% -15% -15% -10% 3% 15%

main.em.gs.BGFPvalueConv[17](t) 0% 0% -1% -1% 8% 9% 9% 10% 13% 17% 20% 23% 22% 10% 9% 16%

main.em.gs.GasTransFrac[17](t) 10% 12% 11% 11% 10% 8% 7% 8% 8% 7% 5% 6% 5% 8% 2% 8%

main.em.gs.PREMMult(main.em.gs.op) 4% 3% 7% 8% 6% 8% 9% 9% 7% 5% 5% 9% 9% 7% 2% 10%

main.em.gs.transcost(t) -5% -8% -8% -6% -5% -4% -3% -2% -5% -8% -8% -9% -12% -6% 3% 11%

main.em.gs.TRElasGas[17] 3% 2% 4% 6% 7% 8% 5% 7% 7% 7% 7% 6% 2% 6% 2% 10%

main.em.gs.GasFracDemConstr[17](t) -1% -1% 0% -2% -5% -7% -10% -12% -7% -5% -6% -6% -6% -5% 4% 18%

main.em.gs.distance[17,17](t) -5% -8% -7% -6% -4% -2% 1% 2% -3% -6% -8% -7% -7% -5% 3% 12%

main.em.gs.GasDesGrossMargin[17] -3% -5% -5% -4% -4% -3% -2% -2% -2% -2% -3% -3% -3% -3% 1% 3%

main.em.gs.BGFTimeSL[17] 0% -1% -1% -2% -1% -5% -9% -14% -1% 8% 15% 23% 26% 3% 12% 18%

main.em.gs.BGFPvalue[17](t) 0% 0% 0% -1% 2% 3% 0% -6% -1% 7% 10% 10% 12% 3% 5% 18%

main.em.gs.BGFYieldFact_i[17] 0% 0% 0% 0% 1% 2% 6% 9% 3% 1% 2% 2% 2% 2% 3% 5%

main.em.gs.GasToLNG(t) -1% -1% -2% -1% -1% -1% -2% -3% -5% -5% -4% -1% -1% -2% 1% 6%

main.em.gs.GasExpConstMult[17](t) -1% 2% -1% -1% 0% -1% -1% -2% -3% -4% -4% -5% -5% -2% 2% 6%

main.em.gs.BGFConvCOR_i[17] 0% 0% 0% 0% 1% 1% 3% 6% 2% 2% 3% 2% 3% 2% 2% 3%

main.em.gs.BGFDemoFrac[17](t) 0% 0% 0% -1% -2% -3% -6% -8% -3% 0% 1% 1% 0% -2% 3% 3%

main.em.gs.GasBGFLogitPar[17] 0% 1% 1% 2% 3% 2% 1% 0% 1% 2% 2% 2% 2% 1% 1% 4%

main.em.gs.GasTechnLT[17](t) 2% 3% 4% 2% 1% 0% 0% 0% 0% 1% 1% 1% 0% 1% 1% 3%

main.em.gs.BGFCORInit[17] 0% 0% 0% 0% -1% -2% -5% -9% -2% 0% 1% 2% 3% -1% 3% 5%

main.em.gs.GasProdCum_i[17] 0% -3% -2% -1% -2% -2% -1% -1% 0% 0% 0% -1% -1% -1% 1% 8%

main.em.gs.shockgas[17](t) 0% -11% -3% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% -1% 3% 1%

main.em.gs.BGFTechnLT[17](t) 0% 0% 0% 0% -1% -2% -3% -3% -1% 0% 0% -1% -1% -1% 1% 2%

main.em.gs.GasTechMaxFrac[17] 0% 0% 0% 1% 1% 1% 1% 1% 0% 1% -1% 1% 0% 0% 0% 2%

main.em.gs.TRElasBGF[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% -1% 0% -1% 0% 0% 1%

main.em.gs.BGFDesGrossMargin[17] 0% 0% 0% 0% -1% -1% -2% -2% 0% 1% 1% 1% 2% 0% 1% 2%

main.em.gs.GasRPRDes[17] 1% 0% 0% 0% 0% 1% 1% 0% 0% 0% 0% 0% 0% 0% 0% 1%

main.em.gs.BGFLearnCum_i[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1%

main.em.gs.BGFFracDemConstr[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.premgas[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.BGFAddLearn[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.BGFtranscostpkm(t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.PREMMultBGF(main.em.gs.op) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.BGFFracDemFut[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.BGFFracSupFut[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.BGFMShareAdjTime[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%



main.em.gs.BGFTransfFrac[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.GasFracDemFut[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.GasFracSupFut[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.OligoMult 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.OliTrsh 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.premBGF[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.gs.TargetBGF[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ep.SupprDemandfactor[17](t) 142% 137% 135% 133% 127% 123% 125% 141% 186% 259% 368% 529% 682% 238% 180% 107%

main.em.ep.NTEPvalueSc[17,2](t) 0% 8% 30% 48% 60% 67% 73% 89% 126% 186% 273% 407% 535% 147% 164% 161%

main.em.ep.TEEffFuelSpecFile[17,3](t) -112% -102% -93% -93% -92% -88% -89% -97% -114% -134% -153% -179% -206% -119% 38% 85%

main.em.ep.NTESpInvCostINIT[17,2] 13% 44% 52% 52% 52% 51% 50% 56% 73% 103% 147% 213% 278% 91% 77% 83%

main.em.ep.NTETimeStartLearn[17] 0% 5% 27% 53% 67% 69% 64% 66% 76% 94% 123% 177% 240% 81% 67% 154%

main.em.ep.NTEBaseLoadFactorSpec[17,2](t) -14% -29% -29% -17% -20% -25% -28% -39% -63% -108% -169% -241% -274% -81% 90% 72%

main.em.ep.ReserveFactorDes[17] 5% 13% 25% 33% 29% 27% 28% 33% 45% 67% 100% 150% 199% 58% 58% 68%

main.em.ep.TEBaseloadFactor[17](t) 8% 10% 15% 20% 22% 22% 20% 21% 29% 46% 70% 100% 121% 39% 36% 28%

main.em.ep.NuclDeplMult(main.em.ep.ncdp) 1% 7% 9% 5% 3% 5% 8% 13% 23% 40% 64% 104% 150% 33% 46% 32%

main.em.ep.NTE_NNDeplMultFac[17](main.em.ep.bkfnn) 0% 3% 6% 9% 11% 11% 13% 17% 22% 30% 45% 72% 109% 27% 32% 35%

main.em.ep.TENTELogitPar[17](t) 2% 6% 3% 3% 4% 5% 8% 11% 17% 28% 45% 72% 99% 23% 31% 34%

main.em.ep.HydroLoadFactor[17](t) -28% -21% -18% -14% -12% -10% -9% -9% -11% -15% -23% -36% -52% -20% 13% 12%

main.em.ep.PeakLoadFactorMax[17] -2% -6% -8% -8% -7% -7% -8% -10% -14% -22% -33% -53% -70% -19% 21% 16%

main.em.ep.GrossTransFactor[17](t) 25% 21% 22% 19% 16% 13% 10% 10% 11% 14% 19% 28% 40% 19% 9% 12%

main.em.ep.HydroDesFracPotCapacity[17](t) -27% -25% -20% -17% -13% -10% -7% -7% -8% -12% -17% -27% -40% -18% 10% 12%

main.em.ep.HydroPotCapacity[17] -17% -19% -17% -15% -11% -9% -8% -8% -10% -13% -21% -32% -50% -18% 12% 10%

main.em.ep.TESpInvCost2[17,3](t) -4% -10% -14% -14% -14% -12% -9% -10% -13% -18% -23% -28% -35% -16% 8% 18%

main.em.ep.FracDemBL[17] 0% 6% 2% -2% -4% -4% -4% -6% -12% -21% -34% -52% -66% -15% 22% 20%

main.em.ep.EPEconLT[17](t) -1% -4% -4% -3% -3% -4% -5% -7% -9% -16% -30% -46% -57% -14% 18% 19%

main.em.ep.TELogitPar[17] 4% 6% 8% 8% 8% 9% 8% 7% 7% 10% 16% 32% 56% 14% 15% 13%

main.em.ep.TENTEAdjTime[17] 6% 15% 21% 14% 10% 7% 8% 10% 14% 15% 11% 2% -14% 9% 9% 16%

main.em.ep.ElecPremium[17,4](t) 0% 1% -1% -4% -7% -6% -7% -6% -7% -12% -16% -19% -19% -8% 7% 23%

main.em.ep.NTE_NNProdMax[17] 0% 0% 0% -1% -1% -1% -2% -3% -6% -9% -13% -21% -31% -7% 10% 9%

main.em.ep.TETechnLT[17] 2% 9% 11% 6% 3% 2% 2% 2% 3% 4% 7% 10% 13% 6% 4% 7%

main.em.ep.NTEDemoFrac[17,2](t) -1% -4% -12% -20% -18% -13% -8% -4% -2% 0% 1% 4% 5% -5% 8% 10%

main.em.ep.NuclMaxProd 0% 0% 0% 0% 0% 0% 0% -1% -2% -5% -9% -17% -32% -5% 9% 5%

main.em.ep.TEConstrDel[17] -4% -2% -1% -4% -4% -3% -4% -4% -4% -4% -6% -7% -8% -4% 2% 5%

main.em.ep.NTECumLearn_i[17,2] 0% 0% 1% 2% 1% 0% 0% -2% -3% -6% -11% -16% -19% -4% 7% 9%



main.em.ep.MaxShare[17,4](t) 0% -2% -1% 0% 0% -1% -2% -2% 0% 3% 8% 16% 28% 4% 9% 16%

main.em.ep.NTETechnLT[17] -2% -8% -8% -7% -2% -2% -1% -2% -2% 0% 1% -1% -8% -3% 3% 9%

main.em.ep.CHPEff[17](t) 7% 7% 6% 4% 3% 2% 1% 1% 1% 1% 1% 1% 1% 3% 3% 0%

main.em.ep.EPG_FracLLF[17](t) 0% 0% 0% 0% 0% 0% 0% -1% -2% -3% -5% -8% -10% -2% 3% 1%

main.em.ep.HydroPeakFrac[17] 2% 2% 2% 1% 1% 1% 1% 1% 1% 1% 2% 3% 4% 2% 1% 2%

main.em.ep.TEFuelAdjTime[17] -1% 0% 0% 0% 1% 1% 1% 2% 2% -1% -5% -10% -13% -2% 5% 2%

main.em.ep.TECapacity_i[17] 2% 1% -4% -2% -1% 0% 0% -1% -1% -2% -2% -4% -6% -2% 2% 6%

main.em.ep.HydroCapacityHist[17](t) -5% 1% 0% -1% -1% 0% 0% -1% -1% -1% -2% -3% -6% -1% 2% 4%

main.em.ep.NTEConstrTime[17] 9% 5% 5% 0% 1% -1% 0% -2% -1% -2% -6% -11% -16% -1% 6% 9%

main.em.ep.NTECapacityUndConstr_i[17,2] -6% -4% -2% -1% -1% 0% 0% 0% 0% 0% 0% 0% -1% -1% 2% 1%

main.em.ep.ElecCapacityTrendHor[17] 1% 2% 4% 3% 2% 1% 1% 1% 1% 0% -1% -1% -3% 1% 2% 2%

main.em.ep.HydroSpInvCost1990[17] 0% 0% 0% -1% -1% 0% 0% 0% -1% -1% -1% -2% -3% -1% 1% 1%

main.em.ep.NTECapacity_i[17,2] -2% -1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 0%

main.em.ep.NTEMaxFracOfPeak[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% -1% 0% 0% 0%

main.em.ep.Elecnetimp[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ep.EPTDTechnLT[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ep.HydroTechnLT[17] -1% 0% -1% 0% 0% 0% 0% 0% 0% 0% 0% 1% 1% 0% 1% 1%

main.em.ep.TEMShare_i[17,3] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ep.EPTDCapPerMWe[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ep.EPTDEconLT[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ep.TEFuelPremium[17,3](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ep.AvailInvestm[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ep.EffStorageLoss 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ep.FGDRedFactor[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ep.ReqInv_i[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ep.SSpecEmCoal[17] 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ep.StorageIncrCost 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

main.em.ep.AvailInvestm[17](t) 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%



Appendix 5-6: Comparison of the sensitivity of CO2 emission with the sensitivity in an output
variable specific for the sub-model, both normalised and averaged over all years
(µµµµ(µµµµ)) from the change in input variables broken down into groups of variables
according to the sub-models. White<0%<yellow<10%<light orange<100%
sensitivity, strike through for variables that have over all time steps a sensitivity
smaller than 10%, and grey and strike through for variables that have over all
time steps a sensitivity of 0%.



Name of variable     

By CO2

By submodue output Description of variable

1main.em.POP[17](t) Private consumption

main.em.IVA[17](t) Price of land in 1970

main.em.GDP[17](t)

main.em.discountrate[17](t) Discount rate

main.em.PRIVC[17](t)

main.em.UnitLabourCostinp[17](t) Target for carbon removal and storage from power plants

main.em.SVA[17](t) Multiplier by which yield is divided, function of BFprodn/BFPotProdn

main.em.BioDeplMultFac[17](main.em.bkfbio) Production level at which maximum price for biofuel production is reached (maximum production)

main.em.BioProdMax[17]

main.em.LandPrice_i[17] Population

main.em.ImplMultCoal[17,5](t)

main.em.ImplMultOil[17,5](t) Industry Value Added

main.em.ImplMultGas[17,5](t)

main.em.CatchTransElast[17](t) Transfer elasticity in catching up of technology

main.em.TaxTrp[17,5](t)

main.em.TaxRes[17,5](t) Tax on secondary fuels for services (1971-1995 hist, thereafter scenario)

main.em.TaxInd[17,5](t) Tax on secondary fuels for other (1971-1995 hist, thereafter scenario)

main.em.TaxSer[17,5](t) Tax on secondary fuels for transport (1971-1995 hist, thereafter scenario)

main.em.RURPOP[17](t) Services Value Added

main.em.EnergyConv[17,3](t)

main.em.TaxOth[17,5](t) Tax on secondary fuels for residential (1971-1995 hist, thereafter scenario)

main.em.DieselGasTaxRatio[17](t)

main.em.BioSinks(t)
main.em.BioSupplyBL[17,3](t)

main.em.CO2BL[17](t)
main.em.CO2Target(t) CO2 target scenario as comparison (e.g. 550 ppmv stabilisation)

main.em.EconLTConserv[17](t) Conversion of fossil energy carriers into other cariers (coal gasification etc.) - External scenario

main.em.EXOCarbonTax[17](t)
main.em.EXOCgas[17](t)
main.em.EXOCoil[17](t)

23
23

23
23
23
23

21

22

23
23

17

18

19

20

13

14

15

16

9

10

11

12

5

6

7

8

1

2

3

4



main.em.EXOELprice[17](t)
main.em.EXOGFprice[17](t)

main.em.EXOHLFprice[17](t)
main.em.EXOLFprice[17](t)

main.em.EXOLLFprice[17](t)
main.em.EXOSFPrice[17](t) Gross Domestic Product

main.em.RSEMARKER[5,9](t) Fraction rural population

main.em.TargetStorage[17](t)
main.em.TargetStorageRSE[17](t) Tax on secondary fuels for industry (1971-1995 hist, thereafter scenario)

main.em.TotInvBL[18,8](t)
main.em.TPESBL[17,8](t)

main.em.TPESMARKER[5,9](t) Unit labour cost equated to gdp/cap

main.em.UserCostBL[17](t)
main.em.UserCostNTBL[17](t)

main.em.ol.OilPValue[17](t) 1 1 Learning factor for oil production

main.em.ol.EPIPOil[17](main.em.ol.oa) 2 2 Multiplier indicating the Expected Profit from Investments in Production

main.em.ol.BLFPvalueConv[17](t) 3 7 Progress ratio, costs declines for doubling of BLF conversion (ethanol etc.)

main.em.ol.OilResource_i[17] 4 3 Initial assumed resource base for oil

main.em.ol.BLFTimeSL[17] 5 9 Year at which the learning in BLF production starts

main.em.ol.BLFPvalue[17](t) 6 8 Progress ratio, costs declines for doubling of BLF production

main.em.ol.OilCost_i[17] 7 5 Initial production costs

main.em.ol.OilProdDeplMult[17](main.em.ol.oo) 8 4 Production - depletion multiplier for oil production

main.em.ol.OilFracDemConstr[17](t) 9 10 Constraints on oil import

main.em.ol.DemSupPriceMult(main.em.ol.op) 10 6 Multiplier on prices based on market shortages / production on maximum capacity

main.em.ol.PriceRatioLLFHLF[17] 11 11 Determines price setting between LLF and HLF fuels

main.em.ol.OilTransFrac[17](t) 12 17 Transformation and distribution losses as a fraction of domestic oil demand

main.em.ol.LFEconLT[17](t) 13 19 Economic lifetime of all liquid fuel capital stocks

main.em.ol.BLFConvCOR_i[17] 14 18 Capital-output ration for BLF production (conversion technology)

main.em.ol.OilRPRDes[17] 15 20 Desired reserve/production ratio

main.em.ol.BunkerInt[17](t) 16 22 Use of oil for ??? Bunkers

main.em.ol.OliTrsh 17 12 Determines who is oligopolic region

main.em.ol.TRElasOil[17] 18 15 Sensitivity to prices in interregional oil trade

main.em.ol.transcost(t) 19 14 Transport costs for oil

main.em.ol.OilTechMaxFrac[17] 20 26 Technical Maximum (fraction) which can be produced from reserve

main.em.ol.OilExpConstMult[17](t) 21 16 Constraints on oil exports

23
23
23
23

23
23
23
23

23
23
23
23

23
23



main.em.ol.BLFYieldFact_i[17] 22 27 Initial yield for biofuel production plantages

main.em.ol.OilProdCum_i[17] 23 13 Initial cumulated oil production used for calculating the learning factor

main.em.ol.BLFTechnLT[17](t) 24 29 Technical lifetime of BLF capital stock

main.em.ol.TRElasBLF[17] 25 30 Sensitivity to prices in interregional BLF trade

main.em.ol.premoil[17] 26 25 multiplier on regionally produced oil in trade module

main.em.ol.OilTechnLT[17](t) 27 31 Technical lifetime of all [crude] oil capital stocks

main.em.ol.OilLearnExpTR(t) 28 21 Progress ratio, costs declines for doubling of oil production for transport/refining

main.em.ol.shockoil[17](t) 29 33 Additional factor on prices to mimic historic price shocks

main.em.ol.OilBLFLogitPar[17] 30 35 Determines market based penetration of BLF (price sensitivity)

main.em.ol.TradeBiasMultOil(main.em.ol.op) 31 24
main.em.ol.BLFDesGrossMargin[17] 32 34 Minimum desired gross margin of BLF production

main.em.ol.OilTRCapOutRatio_i[17] 33 23 Oil capital output ratio for transport/refining

main.em.ol.OilDesGrossMargin[17] 34 36 Minimum desired gross margin of oil production

main.em.ol.DifTransport[17,17](t) 35 28 Difficulti matrix for interregional trade

main.em.ol.BLFtranscostpkm(t) 36 41 Transport costs for BLF

main.em.ol.BLFCORInit[17] 37 44 Capital-output ration for BLF production (crude production)

main.em.ol.distance[17,17](t) 38 32 Distance matix for interregional trade

main.em.ol.BLFLearnCum_i[17] 39 37 Initial cumulated BLF production used for calculating the learning factor

main.em.ol.BLFTransfFrac[17] 40 39 Transformation and distribution losses as a fraction of domestic BLF demand

main.em.ol.BLFDemoFrac[17](t) 41 42 Exogenously forced BLF as fraction of LLF demand

main.em.ol.BLFFracDemConstr[17](t) 42 38 Constraints on BLF import

main.em.ol.OilExplExo[17](t) 43 40 Exogenous exploration rate for oil (additional to investment-driven exploration) (not used)

main.em.ol.TradeBiasMultBLF(main.em.ol.op) 44 45
main.em.ol.premblf[17] 45 43 multiplier on regionally produced blf in trade module

main.em.ol.OligoMult 46 46 Additional factor on prices for oligopolic regions

main.em.ol.OilFracSupFut[17](t) 46 46 Oil import scenario in case of no endogenous trade modelling

main.em.ol.OilFracDemFut[17](t) 46 46 Oil export scenario in case of no endogenous trade modelling

main.em.ol.BLFTarget[17](t) 46 46 Exogenously forced BLF as fraction of LLF demand

main.em.ol.BLFMShareAdjTime[17] 46 46 Time delay market penetration BLF

main.em.ol.BLFFracSupFut[17](t) 46 46 BLF export scenario in case of no endogenous trade modelling

main.em.ol.BLFFracDemFut[17](t) 46 46 BLF import scenario in case of no endogenous trade modelling

main.em.gs.GasPvalue[17](t) 1 1 Learning rate for gas production

main.em.gs.GasPvalueTR(t) 2 2 Learning rate for gas transport and refining

main.em.gs.EPIPGas[17](main.em.gs.ga) 3 3 Multiplier determining the exploration effort in Natural Gas as function of expected price vs. costs (first column)  (Davidsen)

main.em.gs.GasResource_i[17] 4 7 Initial gas resource base



main.em.gs.GasProdDeplMult[17](main.em.gs.gg) 5 4 Production - depletion multiplier for gas production

main.em.gs.BGFPvalueConv[17](t) 6 11 Progress ratio, costs declines for doubling of BGF conversion (ethanol etc.)

main.em.gs.GasCost_i[17] 7 5 initial gas production costs

main.em.gs.BGFTimeSL[17] 8 19 Year at which the learning in BGF production starts

main.em.gs.GasTRCapOutRatio_i[17] 9 8 Capital output ratio for transport and distribution of NG to end-user

main.em.gs.BGFPvalue[17](t) 10 20 Learning rate for BGF

main.em.gs.GasTransFrac[17](t) 11 12 Transformation and distribution losses as a fraction of domestic Gas demand

main.em.gs.DifTransport[17,17](t) 12 10 Difficulty matrix for international transport

main.em.gs.DemSupPriceMult(main.em.gs.op) 13 6 multiplier on prices as function of demand and supply of natural gas

main.em.gs.GasFracDemConstr[17](t) 14 16 Import contsraints for gas in case of endogenous trade modelling

main.em.gs.PREMMult(main.em.gs.op) 15 13
main.em.gs.GasEconLT[17](t) 16 9 Economic liftetime of all gas capital stocks

main.em.gs.BGFCORInit[17] 17 28 Initial capital-output ratio for Biomass production 

main.em.gs.BGFYieldFact_i[17] 18 21 Initial yield for biofuel production plantages

main.em.gs.TRElasGas[17] 19 15 Sensitivity to price differences in gas trade

main.em.gs.BGFConvCOR_i[17] 20 24 Initial capital-output ratio for conversion of biofuels to BGF

main.em.gs.GasToLNG(t) 21 22 Additional costs for coversion NG to LNG

main.em.gs.transcost(t) 22 14 Transport costs per km

main.em.gs.GasExpConstMult[17](t) 23 23 Export constraint

main.em.gs.GasBGFLogitPar[17] 24 26 Multinomial logit parameter which determines price difference based BLF market penetration (zero means that price differences have no role, high means important)

main.em.gs.GasDesGrossMargin[17] 25 18 Desired Gross Margin for Natural Gas production

main.em.gs.BGFDemoFrac[17](t) 26 25 Exogenously forced BGF as fraction of LLF demand

main.em.gs.GasTechMaxFrac[17] 27 32 Technical Maximum (fraction) which can be produced from reserve

main.em.gs.BGFTechnLT[17](t) 28 31 Technical lifetime of BGF capital stocks

main.em.gs.TRElasBGF[17] 29 33 Sensitivity to price differences in BLF trade

main.em.gs.BGFLearnCum_i[17] 30 36 Initial value for cumulated gaseous biofuel production for learning by doing simulation

main.em.gs.shockgas[17](t) 31 30 Exogenous price shock to include impact of oil crises

main.em.gs.GasTechnLT[17](t) 32 27 Technical lifetime of all gas capital stocks

main.em.gs.distance[17,17](t) 33 17 Distance matix

main.em.gs.BGFFracDemConstr[17](t) 34 37 Import constraints for BGF in case of endogenoous trade modelling

main.em.gs.GasRPRDes[17] 35 35 Desired reserve production ratio for gas

main.em.gs.BGFDesGrossMargin[17] 36 34 BioGaseousFuel BGF Desired Gross Margin for producers

main.em.gs.BGFAddLearn[17](t) 37 39 Exogenously forced BGF as fraction of LLF demand

main.em.gs.GasProdCum_i[17] 38 29 Initial cumulated gas production used for calculating the learning factor

main.em.gs.premgas[17] 39 38 multiplier on regionally produced Gas in trade module

main.em.gs.PREMMultBGF(main.em.gs.op) 40 41



main.em.gs.BGFtranscostpkm(t) 41 40 Transport costs per km for biofuels

main.em.gs.TargetBGF[17] 42 42
main.em.gs.premBGF[17] 42 42 !multiplier on regionally produced BGF in trade module

main.em.gs.OliTrsh 42 42 Identifies oligopolic producerts

main.em.gs.OligoMult 42 42 Additional rent for oligopolic producers

main.em.gs.GasFracSupFut[17](t) 42 42 Gas export scenario in case of no endogenous trade modelling

main.em.gs.GasFracDemFut[17](t) 42 42 Gas import scenario in case of no endogenous trade modelling

main.em.gs.BGFTransfFrac[17] 42 42 Transform and distribution losses for BGF

main.em.gs.BGFMShareAdjTime[17] 42 42 Adjustment parameter to delay the market penetration of BLF

main.em.gs.BGFFracSupFut[17](t) 42 42 BGF import scenario in case of no endogenous trade modelling

main.em.gs.BGFFracDemFut[17](t) 42 42 BGF export scenario in case of no endogenous trade modelling

main.em.ep.SupprDemandfactor[17](t) 1 1 Factor indicating part of electricity demand that is met by production

main.em.ep.NTEPvalueSc[17,2](t) 2 2 Progress ratio  for NTE production as fraction decline in spec. inv. costs per doubling of cum.prodn.

main.em.ep.TEEffFuelSpecFile[17,3](t) 3 3 Fuel specific efficiency in Thermal Electric TE (FOSSIL=coal, oil,gas)

main.em.ep.NTESpInvCostINIT[17,2] 4 4 Specific Investment costs for nuclear electricity

main.em.ep.NTEBaseLoadFactorSpec[17,2](t) 5 6 Base loadfactor of NTE power plants

main.em.ep.NTETimeStartLearn[17] 6 5 Year in which learning for NTE starts

main.em.ep.ReserveFactorDes[17] 7 7 Desired reserve factor as ratio of desired installed and actual installed capacity

main.em.ep.TEBaseloadFactor[17](t) 8 8 Base loadfactor of thermal power plants

main.em.ep.NuclDeplMult(main.em.ep.ncdp) 9 9
main.em.ep.NTE_NNDeplMultFac[17](main.em.ep.bkfnn) 10 10 Increase in NTE production costs along with production capacity due to depletion

main.em.ep.TENTELogitPar[17](t) 11 11 Cross-price elasticity in mult log fct determining the shares of TE and NTE in new EPG-investments

main.em.ep.HydroLoadFactor[17](t) 12 15 Load factor of hydro power plants

main.em.ep.GrossTransFactor[17](t) 13 18 Gross transformation factor (= net electricity trade, own use, distribution losses and use in other energy transformation sectors)

main.em.ep.HydroDesFracPotCapacity[17](t) 14 36 Desired fraction of hydropower potential capacity to be operating

main.em.ep.HydroPotCapacity[17] 15 33 Potential capacity of hydro power (absolute maximum)

main.em.ep.PeakLoadFactorMax[17] 16 13 Maximum allowed peak loadfactor

main.em.ep.TESpInvCost2[17,3](t) 17 17 Specific investment costs for TE production per fossil fuel type

main.em.ep.TELogitPar[17] 18 20 Cross-price elasticity in mult log fct determining the market shares of fossil fuels in TE production

main.em.ep.FracDemBL[17] 19 52 BaseLoad share in electricity demand as fraction of demand asked more than x hr/yr

main.em.ep.EPEconLT[17](t) 20 22 Economic Lifetime of electricity production

main.em.ep.ImplMultElec[17,5](t) 21 45
main.em.ep.TENTEAdjTime[17] 22 21 Adjustment time in TE/NTE substitution process in EPG investments

main.em.ep.ElecPremium[17,4](t) 23 43
main.em.ep.NTE_NNProdMax[17] 24 23 Maximum potential for Non Nuclear NTE production (solar/wind)



main.em.ep.TETechnLT[17] 25 24 Technical lifetime of TE production capital

main.em.ep.NTEDemoFrac[17,2](t) 26 25 Fraction desired of Electricity Demand forcefully met by NTE Demo overruling price-market

main.em.ep.NuclMaxProd 27 26
main.em.ep.TEConstrDel[17] 28 27 Delay for construction of TE production capital

main.em.ep.NTECumLearn_i[17,2] 29 28 Cumulative production of NTE prodn before 1970 (denominator in learning equation)

main.em.ep.MaxShare[17,4](t) 30 29
main.em.ep.NTETechnLT[17] 31 30 Technical lifetime of NTE production capital

main.em.ep.CHPEff[17](t) 32 56
main.em.ep.HydroPeakFrac[17] 33 12

main.em.ep.EPG_FracLLF[17](t) 34 19 Share of LLF in liquid fuel use for elecitricity production

main.em.ep.TEFuelAdjTime[17] 35 34 Adjustment time in fuel substitution process in TE

main.em.ep.NTEConstrTime[17] 36 37 Time required for constructing NTE capital

main.em.ep.TECapacity_i[17] 37 35 Initial (1971) TE capital

main.em.ep.NTECapacityUndConstr_i[17,2] 38 38 NTE capital under construction in start year of simulation

main.em.ep.ElecCapacityTrendHor[17] 39 51 Anticipation of demand planning horizon in electric power planning

main.em.ep.HydroSpInvCost1990[17] 40 16 Specific investment costs for hydro production

main.em.ep.HydroCapacityHist[17](t) 41 14 Historical data for installed capacity of hydro power

main.em.ep.NTECapacity_i[17,2] 42 41 Initial (1971) NTE capital

main.em.ep.HydroTechnLT[17] 43 40 Technical lifetime of hydro production capital

main.em.ep.NTEMaxFracOfPeak[17] 44 42 Maximum allowed NTE excess production as a fraction of total peak electricity demand

main.em.ep.EPTDTechnLT[17] 45 48 Technical lifetime of transmission/distribution capital

main.em.ep.EPTDCapPerMWe[17](t) 46 32 Capital costs of electricity transmission and distribution

main.em.ep.Elecnetimp[17](t) 47 39 Net electricity imports

main.em.ep.TEMShare_i[17,3] 48 46 Initial (1971) market shares of different fuel types

main.em.ep.EPTDEconLT[17] 49 47 Economic lifetime of transmission/distribution capital

main.em.ep.TEFuelPremium[17,3](t) 50 49 Premium value for different fuel types in TE production as multiplication factor

main.em.ep.StorageIncrCost 51 51 Increase in TE production costs due to CO2 removal and storage WORKS ON WHAT?

main.em.ep.SSpecEmCoal[17] 51 51 Sulfur emission from coal burning

main.em.ep.ReqInv_i[17] 51 51 Initial (1971) required investments in electricity production

main.em.ep.FGDRedFactor[17](t) 51 51 Fraction with which sulfur oxide is removed in Flue Gas Desulf FGD processes

main.em.ep.EffStorageLoss 51 51
main.em.ep.AvailInvestm[17](t) 51 51 Available capital for investments (in case of capital constraint scenario)

main.em.cl.SCPValue[17](t) 1 1 Progress ratio for learning in SC mining

main.em.cl.CoalCapacUtilFrac[17](main.em.cl.cdtcpc) 2 2 Fraction indicating utilization of coal production capacity as a function of the ratio coal demand/capacity

main.em.cl.UCRelLabCost[17](t) 3 3 Ratio between labour costs in UC mines and UnitLabourCostInp=GDP/cap



main.em.cl.COALFRACDEMCONSTR[17](t) 4 6 Exogenous constraint on which share of consumption can be met by imports

main.em.cl.UCLabSupply_i[17] 5 4 Labour supply for UC mining, baseyear

main.em.cl.UC_ProdCostMult_i[17] 6 5 Depletion multiplier for UC (costs increase as function of cumulated prodn)

main.em.cl.PREMCOALTRD[17](t) 7 7 multiplier on coal in interregional trade

main.em.cl.SCResource_i[17] 8 8 Initial (1971) resource of SC coal

main.em.cl.PremMult(main.em.cl.op) 9 9
main.em.cl.PREMCOALDIS[17](t) 10 10 Added cost for inland transport

main.em.cl.DISTANCE[17,17] 11 11  matrix with distances between major coal trade ports

main.em.cl.SCFixedCapOutRatio_i[17] 12 12 Initial (1971) capital-output ratio in SC mining

main.em.cl.UCResource_i[17] 13 14 Initial (1971) resource of UC coal

main.em.cl.SCDeplMult[17](main.em.cl.frcr) 14 13 Depletion multiplier for SC (costs increase as function of cumulated prodn)

main.em.cl.DIFTRANSPORT[17,17](t) 15 15 Artificial trade barrier: Conversion from actual km' in distance matrix to ocean-shipping equivalent km' 

main.em.cl.CoalDesGrossMargin[17] 16 16 Desired Gross Margin DGM on coal production 

main.em.cl.CoalProcOvFac[17](t) 17 18 Coal losses in coal processing factor

main.em.cl.TRANSCOST(t) 18 17 Specific overseas transport cost of coal NOT ON LAND?

main.em.cl.TradeParCoal[17] 19 20 Parameter of multinomial logit function for determining coal trade

main.em.cl.CoalLogitPar[17] 20 19 Parameter of multinomial logit function for determining share of investments in UC and SC

main.em.cl.TradeBiasMultCoal(main.em.cl.op) 21 22
main.em.cl.CoalTransfFrac[17](t) 22 23 Coal losses and energy sector consumption fraction

main.em.cl.COALFRACSUPCONSTR[17](t) 23 24 Exogenous constraint on how many times domestic production can be exported

main.em.cl.CoalEconLT[17](t) 24 21 Economic lifetime of coal producing capital

main.em.cl.SCLearnCum_i[17] 25 25 Cumulative SC production in baseyear (should be equal to SCProdCum_i but is not !!!)

main.em.cl.UCTechnLT[17](t) 26 27 Technical lifetime for UC capital

main.em.cl.UCConstrTime[17] 27 26 Construction time for new UC capital

main.em.cl.SCTechnLT[17](t) 28 28 Technical lfetime of surface coal producing capital

main.em.cl.CoalPrice_i[17] 29 30 Initial coal price

main.em.cl.RPRDes[17] 30 32 Desired reserve production ratio RPR for coal

main.em.cl.SCConstrTime[17] 31 33 Construction time for new SC capital

main.em.cl.CoalPlannHor[17] 32 29 Planning horizon for coal production

main.em.cl.SCReserveIdent_i[17] 33 31 Initial (1971) identified reserve for Surface Coal (part of resource)

main.em.cl.UCDeplMult[17](main.em.cl.frcr) 34 34 Multiplier to indicate declining productivity of UC mines with increasing depletion of the resource base

main.em.cl.UCReserveIdent_i[17] 35 35 Initial (1971) identified reserve for Underground Coal (part of resource)

main.em.cl.UCProdCum_i[17] 36 36 Cumulated UC (=other coal) production in base year 1971 (denominator in learning)

main.em.cl.UCDiscExo[17](t) 36 36 Exogenous discovery rate for SC (not used)

main.em.cl.SSpecEmCoal[17] 36 36 Specific sulphur emission coefficient for coal

main.em.cl.SCProdCum_i[17] 36 36 Cumulated SC (=brown coal) production in base year 1971 (denominator in learning)



main.em.cl.SCDiscExo[17](t) 36 36 Exogenous discovery rate for surface coal (not used)

main.em.cl.ProdSafetyMult[17](main.em.cl.ar) 36 36 Multiplier to include safety measures in UC production (see Naill, 1977)

main.em.cl.PriceCapacUtilMult[17](main.em.cl.cdtcpc) 36 36 Multiplier to include the effect of capacity utilization on the coal price, as a function of the ratio coal demand/capacity

main.em.cl.PAR[17] 36 36
main.em.cl.HiringAdjTime[17](main.em.cl.puh) 36 36 Delay time required for hiring new labour (see Naill, 1977)

main.em.cl.HAWR[17] 36 36 Adjustment rate for hiring UC labourers (see Naill, 1977)

main.em.cl.DeplFac 36 36
main.em.cl.CoalMineSFrac[17](t) 36 36 Sulphur fraction of coal at minemouth

main.em.cl.CoalFracSupFut[17](t) 36 36 Scenario value of fraction coal supplied exported;

main.em.cl.CoalFracDemFut[17](t) 36 36 Scenario value of fraction coal demand imported

main.em.cl.AdjRate[17] 36 36 Adjustment rate for health & safety multiplier in UC mining (see Naill, 1977)

main.em.dem.IntUEc3File[17,5,4] 1 1 Parameters part of the SC formula

main.em.dem.PosMaxFile[17,5,4] 2 2 Position of maximum in energy intensity formulation

main.em.dem.IntensRefFile[17,5,4] 3 7 Intensity in reference year (1995) in order to result in 100% match between simulation and model in 1995

main.em.dem.CHINFAC[17,5](t) 4 13 Calibration factor to simulate historic discrepancies between model results and historic data (used with care !!)

main.em.dem.IntUEc4Fut[17,5,4](t) 5 3 Multiplyer on historic c4; determines future saturation level

main.em.dem.DFRef[17,5,2] 6 4 Value of activity indicator in 1995

main.em.dem.TTAEEI[17](t) 7 9 Effect of technology transfer (policy or autonomous) on AEEI

main.em.dem.ConservPvalue[17,5,2](t) 8 10 Progress ratio for energy conservation technology

main.em.dem.IntensTBFile[17,5,4] 9 12 A theoretical minimum for intensity

main.em.dem.TechFacInp[17,5,4] 10 24 Ratio between 1975 and 1971 technology in order to make sure simulation matches historic data in 1995

main.em.dem.LOGMargIntens[5,2](main.em.dem.T 11 25 LOG value of the world curve specifying marginal energy intensity (i.e. intensity

main.em.dem.CostCurveMax[17,5,2] 12 11 Maximum intensity-reduction resulting from price changes

main.em.dem.ConservRevMax[17,5,2] 13 16 Maximum of the allowed reversible decrease of energy conservation fraction

main.em.dem.CalibFactor[17,5,4] 14 8 Factor that can be used to increase/reduce SC formulation to fit history (at expense of missing match in 1995)

main.em.dem.HPUERatioFut[17,5](t) 15 23 Ratio between heat and electricity; scenario parameter (-)

main.em.dem.IntUEc4File[17,5,4] 16 5 Parameters part of the SC formula: determines saturation level

main.em.dem.MSharePriceElas[17,5] 17 29 Price elasticity of the market shares of secondary energy carriers (heat only) (-)

main.em.dem.CostCurveScale[17,5,2] 18 22 Scaling constant for conservation cost curves (US$/GJsaved)

main.em.dem.MShareExoFile[17,5,3](t) 19 32 exogenous marketshare of commercial energy carriers in heat (fraction)

main.em.dem.IntTotRevFactor(t) 20 36 Switch that determines whether model shows reversibility in response to declining activity levels

main.em.dem.EndUseCapTechLT[17,5,2] 21 21 Technical lifetime of end-use, energy using capital (year)

main.em.dem.MargIntensStart[17,5,2] 22 20 Regional starting point on the marginal intensity curve (world) in the baseyear (year)

main.em.dem.LoadFactor[17,5,2] 23 19 Load factor (-)

main.em.dem.EffSecFuel[17,5,5](t) 24 6 Table of conversion efficiency from secondary energy to useful energy (fraction)



main.em.dem.PayBackTimefut[17,5,2] 25 17 Payback time in future

main.em.dem.RatioLLF[17,5](t) 26 33 Ratio of LLF/HLF in end use liquid fuel use

main.em.dem.GasDieselFrac[17](t) 27 41 Fraction of diesel in total transport fuel demand (only relevant for emissions)

main.em.dem.SInvCost[17,5,5] 28 31 Specific investment costs

main.em.dem.ConservDelayStep[17,5,2] 29 14 Number of years the energy conservation is delayed (year)

main.em.dem.ConservInvCum_i[17,5,2] 30 27 Initial cumulative investments in energy conservation in the baseyear (US$-1995)

main.em.dem.NonEnEffImpr[17](t) 31 37 Annual improvement of energy intensity of non-energy use vis-à-vis IVA

main.em.dem.OMCost[17,5,5] 32 28 Operation and maintenance costs

main.em.dem.CostUEInit[17,5,2] 33 34 Initial price of useful energy - necessary in PIEEI formulation

main.em.dem.ConservRevHtime[17,5,2] 34 18 Halftime of the allowed reversible decrease of energy conservation fraction

main.em.dem.SecHeatFutMS[17,5](t) 35 43 Secondary heat consumption (% of total consumption)

main.em.dem.ConservCapTechLT[17,5,2] 36 26 Technical lifetime of end-use conservation capital (year)

main.em.dem.TradFuelShare[17,5](t) 37 30 Share in industry, services, transport and other of traditional biofuels

main.em.dem.NonEnInt[17](t) 38 15 Energy intensity of non-energy use vis-à-vis IVA

main.em.dem.TFMult[17] 39 35 Determines future income elasticity as function of per capita traditional fuel consumption

main.em.dem.TradFuelInit[17] 40 39 Inititial consumption of traditional fuel (based on historic data)

main.em.dem.TFFacSat[17] 41 40 Minimum level of traditional fuel use

main.em.dem.TFelasUrb[17] 42 38 Determines dependency of trad. Fuel use on share urban population

main.em.dem.TFelasAlt[17] 43 42 Determines dependency of trad. fuel use on price of alternative (oil price)

main.em.dem.IndModBioFac[17] 44 45 Share of biomass use in industry that is assumed to be 'modern biofuels

main.em.dem.PremFacSecFuel[17,5,5](t) 45 44 Table of premium factor to the price of secondary energy carriers (fraction)

main.em.dem.IntUEc0File[17,5,4] 46 48 Parameters part of the SC formula

main.em.dem.FracSat[17,5] 46 47  Relevant to estimate saturation value of energy use in case an alternative driver  

main.em.dem.CostCurveImprExo[17,5,2](t) 46 46 Table of autonomous decrease of conservation cost curves 



APPENDIX 6.1 EXAMPLES OF PEDIGREE MATRIXES FROM THE
LITERATURE

This appendix gives a brief anthology of pedigree matrices published in the literature. We do not
pretend to be complete. Note that the columns are independent of each other.

Pedigree matrix for research (Funtowicz and Ravetz  1990).
Code Theoretical Structure Data input Peer acceptance Colleague

consensus
4 Established theory Review Total All but cranks
3 Theory-based model Historic/Field data High All but rebels
2 Computational model Extrapolated Medium Competing schools
1 Statistical processing Calculated Low Embrionic field
0 Definitions Expert guess None No opinion

Pedigree matrix for environmental models (Funtowicz and Ravetz  1990).

Code Model structure Data input Testing

4
3
2
1
0

Comprehensive
Finite-element approximation
Transfer function
Statistical processing
Definitions

Review
Historic/field
Experimental
Calculated
Expert guess

Corroboration
Comparison
Uncertainty analysis
Sensitivity analysis
None

Pedigree matrix for radiological data entries used in study of uncertainty in a model describing
milk contamination after Tsjernobyl accident (Funtowicz and Ravetz, 1990)

Code Type Source Set-Up

4
3
2
1
0

Constants
Deduced
Estimated
Synthesized
Hypothetical

Reviewed
Refereed
Internal
Conference
Isolated

Universal
Natural
Simulated
Laboratory
Other



Pedigree matrix for data quality used by (ORNL and RFF. 1994) in an exhaustive study of
externalities of the coal fuel cycle for the US department of Energy. The same pedigree matrix
was used in a similar Finish project (Hongisto, 1997).

Code Theoretical basis Quality of data
inputs for entry

Estimation
method to
generate entry

Estimation metric
(proxy or indicator
for what we want to
measure)

4 Well understood and
accepted theory

Excellent Excellent Excellent

3 Good theory but one
of competing
theoriesl

Good Good Good

2 Weak theory, good
empirical support

Fair Fair Fair

1 Weak theory or
concepts,
controversial
empirical support

Poor Poor Poor

0 No theory or
concepts

Unacceptable Unacceptable Unacceptable

Pedigree Matrix for Observational Uncertainty Analysis (Ellis et al., 2000a, 200b).

Score Statistical quality Empirical quality Methodological quality
4 Excellent fit to a well-

known statistical model
(Normal,
Lognormal, Binomial
etc.)

Controlled experiments &
large sample direct
measurements (n > 50).

Approved standard in
well-established discipline.

3 Good fit to a reliable
statistical model by most
fitting tests, but not all.

Historical/field data,
uncontrolled experiments,
small sample direct
measurements (n < 50).

Reliable method, common
within discipline.

2 Fitting tests not
significant, model not
clearly related to data, or
model inferred from
similar data.

Modeled data, indirect
measurements, handbook
estimates.

Acceptable method, but
limited consensus on
reliability.

1 No statistical tests or
fitting,  subjective model.

Educated guesses, very
indirect approximations,
"rule of thumb"  estimates.

Unproven methods,
questionable reliability.

0 Ignorance model
(Uniform).

Pure guesses. Purely subjective method.



Pedigree matrix for emission monitoring data used in the UU/RIVM Uncertainty Assessment
VOC emissions from Paint project (Risbey, Van der Sluijs, and Ravetz, 2001):

Score  Proxy  Empirical  Method  Validation
4 An exact measure

of the desired
quantity

Controlled
experiments and
large sample
direct mmts

Best available
practice in  well
established
discipline

Compared with
independent
mmts of the same
variable over long
domain

3 Good fit or
measure

Historical/field
data uncontrolled
experiments small
sample direct
mmts

Reliable method
common within
est. discipline
Best available
practice in
immature
discipline

Compared with
independent
mmts of closely
related variable
over shorter
period

2 Well correlated
but not measuring
the same thing

Modelled/derived
data Indirect
mmts

Acceptable
method but limited
consensus on
reliability

Measurements
not independent
proxy variable
limited domain

1 Weak correlation
but commonalities
in measure

Educated
guesses indirect
approx. rule of
thumb est.

Preliminary
methods unknown
reliability

Weak and very
indirect validation

0 Not correlated
and not clearly
related

crude speculation No discernible
rigour

No validation
performed



Pedigree matrix applicable to model use in policy processes (in Spanish) (Corral Quintana, 2000)

Uso y transparancia
Fac. Uso - Introd. Datos Funcionamiento (Black box) Presentación de Resultados Comunicación / Tool for learning

Ciudadanía Ciudadanía Ciudadanía Total

Ámbito Ámbito Ámbito Alto

Político Político Político

Consultores Consultores Consultores Medijo

Ámbito Ámbito Ámbito Bajo

Ácaémico Ácaémico Ácaémico

Expertos Expertos Expertos Ninguno

Adecuación Legitimidad
Adecuación del
modelo

Flexibilidad Información
utilizada

Transformación
Información

Consenso de
Colegas

Extended Peer
Accept.

Contrastación
Resultados

Especifica Rápida
Adaptación

Cualitativos y
Cuantitativos

Ninguna Completo Total Input proceso
iterativo

Aplicado estudios
similares

Bastante Experimentados Escalar Algunos
Disconformes

Alto Esfera política

Genérica e estos
problemas

Adaptación media Cunatificación de
cualitativos

Conversión
Unidad

Opiniones
Enfrentadas

Medio Contrastación
histórica

Otros problemas
decisión

Baja Adaptación Históricos Extrapolación Sin suficiente
Exploración

Bajo Académico
(sensitivity An)

Genérica Desconocida Estimaciones Total Sin opinión Ninguno Ninguna
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APPENDIX 6.2 THE INFORMATION AND SCORING CARDS USED AT THE
WORKSHOP

This appendix presents the information and scoring cards for the selected parameters as they were
used during the expert elicitation session at the workshop Uncertainty Assessment TIMER,
Loosdrecht, 12-13 June 2001.



Likely Uncertainty Range:  Maximum: ±  ________ %                     Saturation:  ±  ________ %
Characterization of variable

0 1 2 3 4 Elaboration/justification

Value-ladenness
Negligible High

Pedigree
0 1 2 3 4 Elaboration/justification

Proxy Not Related Exact Measure

Empirical basis Weak Strong

Theoretical understanding Weak Strong

Methodological rigour Low High

Validation No Complete

Structural change / Growth elasticity Sub module: dem

Definition: These parameters describe the structural change curve. When an economy grows it is assumed to go through
successive stages of development. In TIMER, based on historic analysis, that this is also reflected in terms of the
demand for energy services in different energy end-use sectors. For instance, in early stages of development the industry
sector is dominated by light industry; in a next stage heavy industry dominates and finally industry with high-value
added. Consequently the energy intensity of a economy is assumed to go through a maximum with increasing GDP per
capita (at PPP). In TIMER, the structural change formulation can be characterised by two important parameters:

Position maximum: Position of the maximum in the GDP per capita (at PPP) vs energy intensity curve

Saturation level: This parameter represents a theoretical minumum in energy intensity, associated with a saturation in
energy demand per capita as a function of GDP per capita (at PPP). Note that this saturation point is assumed to be
strongly scenario dependent. In a A-storyline the saturation is not met before 2100, in a B storyline it is.

Background Information:

             B1 range: Range over which sensitivity was tested:
Position maximum:  1189.22, 1.0E+05  1995US$ 100.00, 1.0E+05
Saturation level:    0,  3.5E-03   GJ/1995 US$ 0, B1 value +50%

Rank in Morris Sensitivity Analysis (maximums are listed from this group of parameters)
Grouped by Rank µ(µ) σ(µ(µ)) µ(σ)

Type: 1 873% 587% 2008%
Module 1 423% 278% 1051%

Dimension 17 Regions 5 Sectors heat/electricity 5 energy carriers Other
Variable x x x

Likely Uncertainty Range:  ±  ________ %

Characterization of variable
0 1 2 3 4 Elaboration/justification

Value-ladenness
Negligible High

Pedigree
0 1 2 3 4 Elaboration/justification

Proxy Not Related Exact Measure

Empirical basis Weak Strong

Theoretical understanding Weak Strong

Methodological rigour Low High

Validation No Complete

Elasticity parameters gas, oil anc coal trade Sub module: gas

Definition: In TIMER it is assumed that on each of the 17 markets for crude oil, natural
gas, coal and biofuels the market shares are attributed to the energy producing regions on
the basis of production costs – unless ‘market constraints’ overrule this. The ‘elasticity’
parameters determine the size of the shares allocated to the cheapest producers on a global
market, and to those fuel producers next in line.

Background Information:

TIMER uses a multinomial Logit Model to allocate the
indicated market share of fuel demand that the region
would like to import based on economic consideration.
(section 9.5 TIMER technical documentation)

          B1 range: Range over which sensitivity was tested:
Elasticity gas trade (G) 5,  5 0,   10
Elasticity oil trade (O) 5,  5 0,   10
Elasticity coal trade (C) 5,  5 0,   10
Rank in Morris Sensitivity Analysis
Grouped by Rank

G,O,C
µ(µ)

G,O,C
σ(µ(µ))

G,O,C
µ(σ)

G,O,C

Type: 8, 31, 34 -87%, -35%, 30% 92%, 150%, 340% 360%, 270%, 540%
Module >30

Dimension 17 Regions 5 Sectors heat/electricity 5 energy carriers Other
Variable x



Likely Uncertainty Range:
a  ±  ________ % b ±  ________ % c ±  ________ % d ±  ________ % e ±  ________ % f ±  ________ % g ±  ________ % h ±  ________ %

Characterization of variable
0 1 2 3 4 Elaboration/justification

Value-ladenness
Negligible High

Pedigree
0 1 2 3 4 Elaboration/justification

Proxy Not Related Exact Measure

Empirical basis Weak Strong

Theoretical understanding Weak Strong

Methodological rigour Low High

Validation No Complete

Resources of fossil fuels Sub module: gas

Definition: In TIMER scarcity of fossil fuels is defined in terms of production costs, not in terms of total availability of fossil fuels (very large over period
at study. Defined in such way, scarcity can be an important determined of the future energy system. Apart from technology development (see other section),
the availability of resources of fossil fuels (‘long-term supply curve’) is characterised in TIMER by 1) initial production costs per region, 2) initial total
resource base per region and 3) production costs as function of depletion. The first category has been based on different publication on current and past
production costs. The second and third are based on Rogner’s 1997 paper in which indicated per region the availability of different types of resources and
the production costs for these types. For coal, a distinction is made in surface and underground coal (for slightly different production costs

Rank in Morris Sensitivity Analysis
B1 range: Range over which sensitivity was

tested:
Rank µ(µ)

(γρουπεδ βψ 
τψπε)

σ(µ(µ))
(γρουπεδ βψ 

τψπε)

µ(σ)
(γρουπεδ βψ 

τψπε)
a. Initial gas resource base 4.7E+11, 2.0E+14    GJ 0, B1 value +50% 6 120% 180% 348%
b. Initial assumed resource base for oil 2.6E+09, 2.4E+13    GJ 0, B1 value +50% 11 -80% 370% 500%
c. Initial gas production costs 0.27,  5 B1 value -50%, B1 value +50% 13 -70% 180% 380%
d. Labour supply undergr. coal base yr 90,  2.0E+06  personyear 0, B1 value +50% 14 70% 190% 450%
e. 1971 resource surface coal 6.3E+05, 1.0E+13 0, B1 value +50% 20 -60% 230% 300%
f. 1971 resource undergound coal 6.5E+09, 1.1E+14 0, B1 value +50% 28 50% 100% 180%
g. Oil depletion multiplier 0,  92.89 0, B1 value +50% 61 -13% 11% 11%
h. Gas depletion multiplier 0, 126.28 0, B1 value +50% 78 -9% 13% 7%

Note: All µ(µ) grouped by sub-module were < 30%, dimensions of all 8 parameters in this group: 17 regions

Likely Uncertainty Range:  ±  ________ %

Characterization of variable
0 1 2 3 4 Elaboration/justification

Value-ladenness
Negligible High

Pedigree
0 1 2 3 4 Elaboration/justification

Proxy Not Related Exact Measure

Empirical basis Weak Strong

Theoretical understanding Weak Strong

Methodological rigour Low High

Validation No Complete

Autonomous Energy Efficiency Improvement Sub module: dem

Definition: Autonomous energy efficiency improvement describes changes in efficiency due
to general technology progress and turn-over rates (irrespective of fuel prices). In TIMER
this is described by a group of parameters that describe a general curve as a function of time
that assume the improvement rate to approach a maximum level (governed by
thermodynamics). The curve has a fixed shape but the speed by which the shape passes
through is scenario dependent (it differs across the story lines). Key parameter:

Percentage of autonomous improvement per year

Background Information:

B1 range:
Range over which sensitivity was tested: B1 value -50%, B1 value +50%
Rank in Morris Sensitivity Analysis
Grouped by Rank µ(µ) σ(µ(µ)) µ(σ)

Type: 12 -75% 62% 60%
Module 7 -85% 365% 525%

Dimension 17 Regions 5 Sectors heat/electricity 5 energy carriers Other
Variable x x x



Likely Uncertainty Range:  ±  ________ %

Characterization of variable
0 1 2 3 4 Elaboration/justification

Value-ladenness
Negligible High

Pedigree
0 1 2 3 4 Elaboration/justification

Proxy Not Related Exact Measure

Empirical basis Weak Strong

Theoretical understanding Weak Strong

Methodological rigour Low High

Validation No Complete

OPEC threshold Sub module: oil

Definition: Threshold in cost of oil production (expressed as percentage of the average oil
production costs of main oil consuming regions) that determines whether a region is part of
an oil producing cartel with increased oil sales prices.

Background Information:

The threshold is assumed to be similar for all regions

B1 range: 0.7,  0.7
Range over which sensitivity was tested: 0,  1
Rank in Morris Sensitivity Analysis
Grouped by Rank µ(µ) σ(µ(µ)) µ(σ)

Type: 3 177% 451% 819%
Module

Dimension 17 Regions 5 Sectors heat/electricity 5 energy carriers Other
Variable

Likely Uncertainty Range:  ±  ________ %

Characterization of variable
0 1 2 3 4 Elaboration/justification

Value-ladenness
Negligible High

Pedigree
0 1 2 3 4 Elaboration/justification

Proxy Not Related Exact Measure

Empirical basis Weak Strong

Theoretical understanding Weak Strong

Methodological rigour Low High

Validation No Complete

Driving Forces: B1 Population Scenario Sub module: ?

Definition: B1 population scenario Background Information:

B1 range: 19.32, 2.1E+03    Mcap
Range over which sensitivity was tested: B1 value -50%, B1 value +50%
Rank in Morris Sensitivity Analysis
Grouped by Rank µ(µ) σ(µ(µ)) µ(σ)

Type: 7 99% 28% 72%
Module 10 83% 25% 27%

Dimension 17 Regions 5 Sectors heat/electricity 5 energy carriers Other
Variable + t



Likely Uncertainty Range:  a ±  ________  b %  ±  ________ %  c ±  ________ %  d ±  ________  e ±  ________ %
Characterization of variable

0 1 2 3 4 Elaboration/justification

Value-ladenness
Negligible High

Pedigree
0 1 2 3 4 Elaboration/justification

Proxy Not Related Exact Measure

Empirical basis Weak Strong

Theoretical understanding Weak Strong

Methodological rigour Low High

Validation No Complete

Price induced energy efficiency improvement Sub module: dem

Definition: Some of the efficiency improvement is assumed to be a function of energy price levels. In TIMER this is represented by a group of parameters
that describe the costs of efficiency improvement (increasing along with further implementation), the willingness to investment in efficiency (accepted pay-
back time), and the technology improvement. In addition, other factors play a role such as the maximum level of reduction that can be attained and the
reversibility of reductions. Learning rate for energy conservation: Fraction decrease in costs for energy efficiency improvement for a doubling of
investments in energy efficiency. (Expressed in model as 1 minus that percentage),  Maximum reduction energy efficiency:  Maximum attainable reduction
in energy intensity due to price induced energy conservation. Reversible fraction price induced conservation:  Price induced energy efficiency improvement
is a function of energy price. If prices go up, more energy conservation will be implemented. This parameter represents the maximum fraction of price
induced conservation achieved that can revert if energy prices drop. Conservation from behavioural measures is more likely to revert than that from
investments in energy conservation, Price elasticy: Percentage change in final energy demand caused by a 1% change in energy price, Pay Back Time: The
average pay-back time for investments in efficiency improvement that is apparantly used by end-use actors (based on investments made and not made).

B1 range: Range over which sensitivity
was tested:

Rank
(type,
module)

µ(µ)
(type,

module)

σ(µ(µ))
(type,

module)

µ(σ)
(type, module)

a. Learning rate energy conservation 0.81, 0.90 0.50, 1.20 23, 8 56%, 85% 49%, 60% 50%, 170%
b. Maximum reduction 0.8 0.2, 1 >30,,14 -, -60% -, 100% -, 250%
c. Reversible fraction 0.1, 0.2 0, 1 >30, 15 -, -50% -, 200% -, 200%
d. Price elasticity 17,  125 US$1995/GJsv B1 value -50%, B1 value +50% 104, 36 4%, -15% 40%, 90% 70%, 120%
e. Pay back time 3, 6.5 B1 value -50%, B1 value +50% 17, >30 -60%, - 250%, - 337%, -

Dimensions: 17 regions, 5 sectors, heat/electricity

Likely Uncertainty Range: a ±  ________ % b ±  ________ % c ±  ________ % d ±  ________ % e ±  ________ % f ±  ________ %

Characterization of variable
0 1 2 3 4 Elaboration/justification

Value-ladenness
Negligible High

Pedigree
0 1 2 3 4 Elaboration/justification

Proxy Not Related Exact Measure

Empirical basis Weak Strong

Theoretical understanding Weak Strong

Methodological rigour Low High

Validation No Complete

Learning rates Sub module: epg

Definition: An important aspect are the technological improvement rates, represented in
TIMER by so-called learning curves. Learning curves assume a decrease in production
costs (all other factors assumed to be constant) along with cumulating experience. The
‘progress ratio’ represents the fraction decrease in production cost for a doubling of
physical production levels (expressed as one minus the fraction reduced). These progress
ratio exists for:  Nuclear, Solar&Wind , Gas, Oil, Coal, and Biofuels

Background Information:

B1 range: Range over which sensitivity
was tested:

Rank
(type, module)

µ(µ)
(type, module)

σ(µ(µ))
(type, module)

µ(σ)
(type, module)

a. Nuclear 0.85, 1.04 0.50, 1.20 18, 16 60%, 50% 50%, 50% 60%, 70%
b. Solar&Wind 0.85, 1.04 0.50, 1.20 18, 16 60%, 50% 50%, 50% 60%, 70%
c. Gas 0.86, 0.95 0.50, 1.20 >30, 21 -, -40% -, 60% -, 25%
d. Oil 0.7, 0.97 0.50, 1.20 137, 25 2%, -30% 11%, 40% 45%, 20%
e. Coal (surface) 0.85,  0.98 0.50, 1.20 65, 27 -12%, -23% 6%, 33% 40%, 27%
f. Biofuels 0.9,  0.95 0.50, 1.20 40, 99 25%, 3% 30%, 2% 50%, 9%

Dimanesions: 17 regions, t



Likely Uncertainty Range:  ±  ________ %

Characterization of variable
0 1 2 3 4 Elaboration/justification

Value-ladenness
Negligible High

Pedigree
0 1 2 3 4 Elaboration/justification

Proxy Not Related Exact Measure

Empirical basis Weak Strong

Theoretical understanding Weak Strong

Methodological rigour Low High

Validation No Complete

Other parameters for fossil fuel production

Oil capital output ratio for transport/refining Sub module: oil

Definition: Add-on factor for transport/refining of oil Background Information:

B1 range: 3.60, 4.00
Range over which sensitivity was tested: B1 value -50%, B1 value +50%
Rank in Morris Sensitivity Analysis
Grouped by Rank µ(µ) σ(µ(µ)) µ(σ)

Type: 16 -63% 227% 254%
Module

Dimension 17 Regions 5 Sectors heat/electricity 5 energy carriers Other
Variable x

Likely Uncertainty Range:  ±  ________ %

Characterization of variable
0 1 2 3 4 Elaboration/justification

Value-ladenness
Negligible High

Pedigree
0 1 2 3 4 Elaboration/justification

Proxy Not Related Exact Measure

Empirical basis Weak Strong

Theoretical understanding Weak Strong

Methodological rigour Low High

Validation No Complete

Other demand-side assumptions

Fuel specific efficiency in Thermal Electric Sub module: epg

Definition: Fuel specific efficiency in Thermal Electric TE (coal, oil,gas) Background Information:

B1 range: 0.22, 0.57
Range over which sensitivity was tested: 0.10, 0.90
Rank in Morris Sensitivity Analysis
Grouped by Rank µ(µ) σ(µ(µ)) µ(σ)

Type: 24 -53% 10% 59%
Module 18 -42% 7% 35%

Dimension 17 Regions 5 Sectors heat/electricity 5 energy carriers Other
Variable x Fossil,

t



Likely Uncertainty Range:  ±  ________ %

Characterization of variable
0 1 2 3 4 Elaboration/justification

Value-ladenness
Negligible High

Pedigree
0 1 2 3 4 Elaboration/justification

Proxy Not Related Exact Measure

Empirical basis Weak Strong

Theoretical understanding Weak Strong

Methodological rigour Low High

Validation No Complete

Other demand-side assumptions

heat / electricity ratio Sub module: dem

Definition: Ratio between heat and electricity; scenario parameter (-) Background Information:

B1 range: 0.25, 1  -
Range over which sensitivity was tested: 0,  1
Rank in Morris Sensitivity Analysis
Grouped by Rank µ(µ) σ(µ(µ)) µ(σ)

Type:
Module 19 -42% 132% 232%

Dimension 17 Regions 5 Sectors heat/electricity 5 energy carriers Other
Variable x x t

Likely Uncertainty Range:  ±  ________ %

Characterization of variable
0 1 2 3 4 Elaboration/justification

Value-ladenness
Negligible High

Pedigree
0 1 2 3 4 Elaboration/justification

Proxy Not Related Exact Measure

Empirical basis Weak Strong

Theoretical understanding Weak Strong

Methodological rigour Low High

Validation No Complete

Other demand-side assumptions

Conversion efficiency Sub module: dem

Definition: Table of conversion efficiency from secondary energy to useful energy
(fraction)

Background Information:

B1 range: 0.15, 1   Fr.
Range over which sensitivity was tested: 0,  1
Rank in Morris Sensitivity Analysis
Grouped by Rank µ(µ) σ(µ(µ)) µ(σ)

Type: 21 -56% 19% 54%
Module

Dimension 17 Regions 5 Sectors heat/electricity 5 energy carriers Other
Variable x x x t



Likely Uncertainty Range:  ±  ________ %

Characterization of variable
0 1 2 3 4 Elaboration/justification

Value-ladenness
Negligible High

Pedigree
0 1 2 3 4 Elaboration/justification

Proxy Not Related Exact Measure

Empirical basis Weak Strong

Theoretical understanding Weak Strong

Methodological rigour Low High

Validation No Complete

Other demand-side assumptions

Life time enduse capital Sub module: dem

Definition: Technical lifetime of end-use, energy using capital (year) Background Information:

B1 range: 8, 15   Years
Range over which sensitivity was tested: 1, 25
Rank in Morris Sensitivity Analysis
Grouped by Rank µ(µ) σ(µ(µ)) µ(σ)

Type: 22 56% 169% 328%
Module

Dimension 17 Regions 5 Sectors heat/electricity 5 energy carriers Other
Variable x x x

Likely Uncertainty Range:  ±  ________ %

Characterization of variable
0 1 2 3 4 Elaboration/justification

Value-ladenness
Negligible High

Pedigree
0 1 2 3 4 Elaboration/justification

Proxy Not Related Exact Measure

Empirical basis Weak Strong

Theoretical understanding Weak Strong

Methodological rigour Low High

Validation No Complete

Driving forces

Industry Value Added Sub module: ?

Definition: Indusrty value added Background Information:

B1 range: 31,   2.9E+04    1995US$/cap
Range over which sensitivity was tested: B1 value -50%, B1 value +50%
Rank in Morris Sensitivity Analysis
Grouped by Rank µ(µ) σ(µ(µ)) µ(σ)

Type: 29 43% 14% 38%
Module 22 33% 15% 12%

Dimension 17 Regions 5 Sectors heat/electricity 5 energy carriers Other
Variable x t



Likely Uncertainty Range:  ±  ________ %

Characterization of variable
0 1 2 3 4 Elaboration/justification

Value-ladenness
Negligible High

Pedigree
0 1 2 3 4 Elaboration/justification

Proxy Not Related Exact Measure

Empirical basis Weak Strong

Theoretical understanding Weak Strong

Methodological rigour Low High

Validation No Complete

Initial costs for Solar/Wind and nuclear Sub module: epg

Definition: Initial costs for Solar/Wind and nuclear Background Information:

B1 range: 2.8E+06, 9.3E+06
Range over which sensitivity was tested: B1 value -50%, B1 value +50%
Rank in Morris Sensitivity Analysis
Grouped by Rank µ(µ) σ(µ(µ)) µ(σ)

Type: 27 49% 31% 62%
Module 23 32% 22% 34%

Dimension 17 Regions 5 Sectors heat/electricity 5 energy carriers Other
Variable x

Likely Uncertainty Range:  ±  ________ %

Characterization of variable
0 1 2 3 4 Elaboration/justification

Value-ladenness
Negligible High

Pedigree
0 1 2 3 4 Elaboration/justification

Proxy Not Related Exact Measure

Empirical basis Weak Strong

Theoretical understanding Weak Strong

Methodological rigour Low High

Validation No Complete

Driving forces

B1 GDP scenario Sub module: ?

Definition: Gross Domestic Product Background Information:

B1 range: 192.00, 1.1E+05    1995US$/cap
Range over which sensitivity was tested: B1 value -50%, B1 value +50%
Rank in Morris Sensitivity Analysis
Grouped by Rank µ(µ) σ(µ(µ)) µ(σ)

Type: 33 31% 24% 25%
Module

Dimension 17 Regions 5 Sectors heat/electricity 5 energy carriers Other
Variable x t



Likely Uncertainty Range:  ±  ________ %

Characterization of variable
0 1 2 3 4 Elaboration/justification

Value-ladenness
Negligible High

Pedigree
0 1 2 3 4 Elaboration/justification

Proxy Not Related Exact Measure

Empirical basis Weak Strong

Theoretical understanding Weak Strong

Methodological rigour Low High

Validation No Complete

Initial land price Sub module: ?

Definition: Price of land in 1970 Background Information:

B1 range: 472.08, 2329.86    1995US$/ha
Range over which sensitivity was tested: B1 value -50%, B1 value +50%
Rank in Morris Sensitivity Analysis
Grouped by Rank µ(µ) σ(µ(µ)) µ(σ)

Type: 26 49% 143% 217%
Module

Dimension 17 Regions 5 Sectors heat/electricity 5 energy carriers Other
Variable x

Likely Uncertainty Range:  ±  ________ %

Characterization of variable
0 1 2 3 4 Elaboration/justification

Value-ladenness
Negligible High

Pedigree
0 1 2 3 4 Elaboration/justification

Proxy Not Related Exact Measure

Empirical basis Weak Strong

Theoretical understanding Weak Strong

Methodological rigour Low High

Validation No Complete

Nuclear depletion multiplier Sub module: epg

Definition: Increase in NTE production costs along with production capacity due to
depletion

Background Information:

B1 range: 0,   5
Range over which sensitivity was tested: 0, B1 value +50%
Rank in Morris Sensitivity Analysis
Grouped by Rank µ(µ) σ(µ(µ)) µ(σ)

Type: 32 31% 22% 19%
Module

Dimension 17 Regions 5 Sectors heat/electricity 5 energy carriers Other
Variable x



APPENDIX 6.3 LIST OF PARTICIPANTS

List of participants of the workshop Uncertainty Assessment TIMER, Loosdrecht, 12-13
June 2001

Name Institute Group
Serafin Corral JRC, Ispra Italy C
Andrii Gritsevskyi IIASA, Laxenburg, Austria A
Heleen Groenenberg UU-STS, Utrecht, The Netherlands C
Willem Van Groenendaal KUB, Tilburg, The Netherlands A
Toon van Harmelen TNO-MEP, Apeldoorn, The Netherlands B
Matthias Koch Ecofys GmbH, Koln, Germany B
Michael Kohlhaas DIW, Berlin, Germany B
Ton Manders CPB, The Hague, The Netherlands -
Henk Moll IVEM/RUG, Groningen, The Netherlands C
David Nuyten UU-STS Utrecht, The Netherlands A
Arthur Petersen VUA, Amsterdam, The Netherlands B
Jose Potting UU-STS Utrecht, The Netherlands B
Jerry Ravetz RMC, London, UK B
James Risbey UU-STS Utrecht, The Netherlands C
Ad Seebregts ECN, Petten, The Netherlands A
Jeroen van der Sluijs UU-STS Utrecht, The Netherlands A
Bert de Vries RIVM, Bilthoven, The Netherlands A
Detlef van Vuuren RIVM, Bilthoven, The Netherlands C
Ruud van den Wijngaart RIVM, Bilthoven, The Netherlands C



APPENDIX 6.4 THE WORKSHOP PROGRAM

12 June 2001

17.00 Arrivals and check in at Golden Tulip Hotel Loosdrecht / drinks in the lobby
17.45 Walk to Kompas (conference venue 100 meter down the road)

18.00 Opening (dr. Jeroen van der Sluijs)
18.10-18.35 Introduction to the TIMER model (dr. Bert de Vries)
18.35-19.00 Energy Modeling as Post Normal Science (dr. Jerry Ravetz)
19.00-19.20 Results of the Model Quality Assistance Checklist (dr. James Risbey)

19.30  Dinner

21.30 Boat trip (on Willem Janszn. Blaeu) on Loosdrecht Lakes with coffee

13 June 2001
8.00 Breakfast in Hotel
8.50 Walk to Kompas (conference venue 100 meter down the road)

9-9.30 Results of the Morris Sensitivity Analysis of TIMER (dr.ir. Jose Potting)
9.30-10.00 Explanation of variables for the ranking exercise (Detlef van Vuuren)
10-10.30 Assessing pedigree and strength of model input and assumptions (dr. Jeroen

van der Sluijs)

10.30-10.45 Coffee break

10.45-11.15 Instructions for the review and scoring exercise: Review of pedigree and
strength of model parameters;

11.15-12 Plenary session review and scoring exercise

12.00-13.00 Lunch

13.15-15.30 Split up in Subgroups: Review and scoring exercise.

15.45-16 tea

16 Plenary session: Summary and evaluation

17 Closing



APPENDIX 6.5 PARAMETER PEDIGREE RESULTS

part 1: results presented as kite diagrams

NUSAP TIMER workshop parameter pedigree results presented as kite diagrams

Explanation: The 0 is in the center of the diagram, the 4 is on each corner. Note that the scores for value
ladenness have been inverted compared to what what filled in on the cards: a 4 on card was entered as a 0 in
the diagram and a 0 on the card as a 4 in the diagram.

The green kite is spanned up by the minimum scores in each group for each pedigree cirterion; the orange
kite is spanned up by the maximum scores. The orange band between the green kite an the red area
represents expert disagreement on the pedigree scores for that variable. In some cases the picture was
strongly influenced by a single deviating low score given by one of the six experts. In those cases the light
green kite shows what the green kite would look like if that outlier would have been omitted. 

1 Structural change concept 1a Structural change: Position
maximum

1a Structural change: Position
maximum

Group A Group B Group C

Not assessed by this group

1b

1b Structural change: Saturation
level

1b Structural change: Saturation
level

Group A Group B Group C



2abc Elasticity parameters gas, oil
and coal trade

2abc Elasticity parameters gas, oil
and coal trade

2abc Elasticity parameters gas, oil
and coal trade

Group A Group B Group C

3a Resources of fossil fuels: a.
Initial gas resource base

3a Resources of fossil fuels: a.
Initial gas resource base

3a Resources of fossil fuels: a.
Initial gas resource base

Group A Group B Group C

3h Resources of fossil fuels: h. Gas
depletion multiplier

3h Resources of fossil fuels: h. Gas
depletion multiplier

3h Resources of fossil fuels: h. Gas
depletion multiplier

Group A Group B Group C



4 Autonomous Energy Efficiency
Improvement (concept)

Not assessed by this group

1a

Not assessed by this group

1a

Group A Group B Group C

4a Autonomous Energy Efficiency
Improvement: Percentage of
autonomous improvement per year

4a Autonomous Energy Efficiency
Improvement: Percentage of
autonomous improvement per year

4a Autonomous Energy Efficiency
Improvement: Percentage of
autonomous improvement per year

Group A Group B Group C

Not assessed by this group

5

Not assessed by this group

5

5 OPEC threshold
Group A Group B Group C



7a Price induced energy efficiency
improvement: a. Learning rate
energy conservation

7a Price induced energy efficiency
improvement: a. Learning rate
energy conservation

7a Price induced energy efficiency
improvement: a. Learning rate
energy conservation

Group A Group B Group C

7b Price induced energy efficiency
improvement: b. Maximum
reduction

Not assessed by this group

7b

Not assessed by this group

7b

Group A Group B Group C

7e Price induced energy efficiency
improvement: e. Pay back time

7e Price induced energy efficiency
improvement: e. Pay back time

7e Price induced energy efficiency
improvement: e. Pay back time

Group A Group B Group C



8a Learning rates: a. Nuclear 8a Learning rates: a. Nuclear 8a Learning rates: a. Nuclear
Group A Group B Group C

8b Learning rates: b. Solar&Wind 8b Learning rates: b. Solar&Wind 8b Learning rates: b. Solar&Wind
Group A Group B Group C



8c Learning rates: c. Gas 8c Learning rates: c. Gas 8c Learning rates: c. Gas
Group A Group B Group C

8f Learning rates: f. Biofuels

Not assessed by this group

8f

Not assessed by this group

8f

Group A Group B Group C

Not assessed by this group

9

Not assessed by this group

9

9 Oil capital output ratio for
transport/refining

Group A Group B Group C



Not assessed by this group

15a

15a Initial costs solar wind

Not assessed by this group

15a

Group A Group B Group C

Not assessed by this group

15b

15b Initial costs nuclear

Not assessed by this group

15b

Group A Group B Group C

Not assessed by this group

17

17 Initial land price

Not assessed by this group

17

Group A Group B Group C

Not assessed by this group

rest

Not assessed by this group

rest

Not assessed by this group

rest
Group A Group B Group C



APPENDIX 6.5 PARAMETER PEDIGREE RESULTS

part 2: results presented as radar diagrams

In the following, all pedigree scores elicited during the workshop are presented as radar diagrams..

Explanation: The 0 is in the center of the diagram, the 4 is on each corner. Note that the scores for value
ladenness have been inverted compared to what what filled in on the cards: a 4 on card was entered as a 0 in
the diagram and a 0 on the card as a 4 in the diagram. Consequently, high value ladenness is in the middle
of the diagram whereas negligible value ladenness is at the cornerpoint of the diagram at that axis.

Each expert in the group is represented with a line with a different color. The average score in each group is
represented with a black line. 

1 Structural change concept 1a Structural change: Position
maximum

1a Structural change: Position
maximum

Group A Group B Group C
Please note that group A evaluated
the concept of structural change,
not the individual parameters
1b

1b Structural change: Saturation
level

1b Structural change: Saturation
level

Group A Group B Group C



2abc Elasticity parameters gas, oil
and coal trade

2abc Elasticity parameters gas, oil
and coal trade

2abc Elasticity parameters gas, oil
and coal trade

Group A Group B Group C

3a Resources of fossil fuels: a.
Initial gas resource base

3a Resources of fossil fuels: a.
Initial gas resource base

3a Resources of fossil fuels: a.
Initial gas resource base

Group A Group B Group C

3b Resources of fossil fuels: b.
Initial assumed resource base for
oil (assessed by 1 expert)

Not assessed by any expert
in this group

3b

Not assessed by any expert
in this group

3b

Group A Group B Group C



3g Resources of fossil fuels: g. Oil
depletion multiplier (assessed by 1
expert)

3g Resources of fossil fuels: g. Oil
depletion multiplier (assessed by 1
expert)

Not assessed by any expert
in this group

3g

Group A Group B Group C

3h Resources of fossil fuels: h. Gas
depletion multiplier

3h Resources of fossil fuels: h. Gas
depletion multiplier

3h Resources of fossil fuels: h. Gas
depletion multiplier

Group A Group B Group C

4 Autonomous Energy Efficiency
Improvement (concept)

Not assessed by any expert
in this group

4

Not assessed by any expert
in this group

4

Group A Group B Group C



4a Autonomous Energy Efficiency
Improvement: Percentage of
autonomous improvement per year

4a Autonomous Energy Efficiency
Improvement: Percentage of
autonomous improvement per year

4a Autonomous Energy Efficiency
Improvement: Percentage of
autonomous improvement per year

Group A Group B Group C

5 OPEC threshold (assessd by 1
expert)

Not assessed by any expert
in this group

5

5 OPEC threshold

Group A Group B Group C

6 Driving Forces: B1 Population
Scenario (assessed by 1 expert)

Not assessed by any expert
in this group

rest

6 Driving Forces: B1 Population
Scenario (assessed by 1 expert)

Group A Group B Group C



7a Price induced energy efficiency
improvement: a. Learning rate
energy conservation

7a Price induced energy efficiency
improvement: a. Learning rate
energy conservation

7a Price induced energy efficiency
improvement: a. Learning rate
energy conservation

Group A Group B Group C

7b Price induced energy efficiency
improvement: b. Maximum
reduction

Not assessed by any expert
in this group

7b

Not assessed by any expert
in this group

7b

Group A Group B Group C

7e Price induced energy efficiency
improvement: e. Pay back time

7e Price induced energy efficiency
improvement: e. Pay back time

7e Price induced energy efficiency
improvement: e. Pay back time

Group A Group B Group C



8a Learning rates: a. Nuclear 8a Learning rates: a. Nuclear 8a Learning rates: a. Nuclear
Group A Group B Group C

8b Learning rates: b. Solar&Wind 8b Learning rates: b. Solar&Wind 8b Learning rates: b. Solar&Wind
Group A Group B Group C

8c Learning rates: c. Gas 8c Learning rates: c. Gas 8c Learning rates: c. Gas
Group A Group B Group C



8f Learning rates: f. Biofuels 8f Learning rates: f. Biofuels
(assessed by 3 experts)

Not assessed by any expert
in this group

8f

Group A Group B Group C

9 Oil capital output ratio for
transport/refining

Not assessed by any expert
in this group

9

9 Oil capital output ratio for
transport/refining

Group A Group B Group C

10 Fuel specific efficiency in
Thermal Electric (assessed by 1
expert)

Not assessed by any expert
in this group

10 Fuel specific efficiency in
Thermal Electric

10 Fuel specific efficiency in
Thermal Electric (assessed by 1
expert)

Group A Group B Group C



11 Heat/electricity ratio (assessed
by 3 experts)

Not assessed by any expert
in this group

11 Heat/electricity ratio

11 Heat/electricity ratio (assessed
by 1 expert)

Group A Group B Group C

12 Conversion Efficiency
(assessed by 2 experts)

Not assessed by any expert
in this group

12 Conversion Efficiency

12 Conversion Efficiency
(assessed by 1 expert)

Group A Group B Group C

13 Life time enduse capital
(assessed by 3 experts)

Not assessed by any expert
in this group

13 Lifetime enduse capital

13 Life time enduse capital
(assessed by 1 expert)

Group A Group B Group C



14 Industry Value Added (assessed
by 1 expert)

Not assessed by any expert
in this group

14 Industry Value Added

14 Industry Value Added (assessed
by 1 expert)

Group A Group B Group C

Not assessed by any expert
in this group

15a

15a Initial costs solar wind 15a Initial costs solar wind
(assessed by 1 expert)

Group A Group B Group C

15b Initial costs nuclear (assessed
by 1 expert)

15b Initial costs nuclear 15b Initial costs nuclear (assessed
by 1 expert)

Group A Group B Group C



16 B1 gdp scenario (assessed by 1
expert)

Not assessed by any expert
in this group

16

16 B1 gdp scenario (assessed by 1
expert)

Group A Group B Group C

17Initial land price (assessed by 1
expert)

17 Initial land price 17 Initial land price (assessed by 1
expert)

Group A Group B Group C

18 Nuclear Depletion Multiplier
(assessed by 1 expert)

Not assessed by any expert
in this group

18 Nuclear Depletion Multiplier

18 Nuclear Depletion Multiplier
(assessed by 1 expert)

Group A Group B Group C



APPENDIX 6.6

Likely uncertainty ranges for parameters as suggested by participants of the workshop. The range
is either given as a absolute range or as a percentage range relative to the default values used for
the IMAGE/TIMER B1 scenario. For units we refer to the cards in appendix ??. Expert numbers
starting with the same letter were in the same group.

Card Parameter Suggested likely uncertainty ranges
(between brackets the number of the
expert who suggested this range)

Structural change /
Growth elasticity

Position maximum: -5% +5% (B9)
-50% +50% (C18)

Structural change /
Growth elasticity

Saturation level: -5% +5% (B9)
-100% +100% (C18)

OPEC threshold OPEC threshold 0 1 (C13)
0.6 0.8 (C14)

Elasticity parameters gas,
oil and coal trade

Elasticity gas trade

Elasticity parameters gas,
oil and coal trade

Elasticity oil trade

Elasticity parameters gas,
oil and coal trade

Elasticity coal trade

-25% +25% (B7)
big (B8)
big (B9)
0 10 (B10)
-20% +20% (B11)
-50% +50% (B12)
-50% +50% (C14)

Resources of fossil fuels a. Initial gas resource base -20% +20% (A1)
-25% +50% (A4)
0.5 1.1 (A6)
-50% +50% (B7)
-50% +50% (B8)
0.5 1.1 (B9)
-50% +50% (B10)
-100% +100% (B11)
-50% +10% (B12)
0 +60% (C13)
-50% +10% (C14)
-40% +40% (C18)

Resources of fossil fuels b. Initial assumed resource base for
oil

-100% +100% (A4)
2 50 (A6)
-50% +10% (C14)

Resources of fossil fuels g. Oil depletion multiplier -10% +50% (A1)

Resources of fossil fuels h. Gas depletion multiplier -25% +100% (A1)
-1000%  +1000%   (B11)
-50% +100% (B12)
0 +100% (C13)
-100% +100% (C14)
-50% +500% (C16)
0 +150% (C18)

Autonomous Energy
Efficiency Improvement

Percentage of autonomous
improvement per yea

-20% +20% (A1)
0.2%/yr  1.5%/yr  ( A3)
-100% +100% (A4)
0.6%/yr  1.5%/yr  (A5)
0.6%/yr  1.2%/yr (A6)



Card Parameter Suggested likely uncertainty ranges
(between brackets the number of the
expert who suggested this range)
-75%  +75% (B10)
0.8 0.95 (B11)
-25% +25% (B13)
-10% +10% (C18)

Driving Forces: B1
Population Scenario

Driving Forces: B1 Population
Scenario

-10% +10% (A1)
-30% +30% (C14)

Price induced energy
efficiency improvement

a. Learning rate energy conservation 0.5 0.9 (A2)
0.8 0.95 (A3)
0.75 0.95 (A4)
0.8 1.1 (A5)
0.6 1.2 (A6)
0.5 1 (B8)
0.5 ? (B9)
0.5 1.0 (B10)
0.8 0.95 (B11)
0.7 1.0 (C13)
0.7 1.0 (C14)
0.5 1.0 (C16)
-10% +10% (C18)

Price induced energy
efficiency improvement

b. Maximum reduction 0.5 0.9 (A4)
0.5 0.9 (A5)
0.5 0.9 (A6)

Price induced energy
efficiency improvement

e. Pay back time -100% +100% (A1)
0.5 10 (A2)
1 10 (A3)
0.5 10 (A5)
0.5 10 (A6)
1 30 (B8)
-30% +10% (C13)
-25% +25% (C14)
1 10 (C16)
-60% +60% (C17)
-50% +50% (C18)

Learning rates a. Nuclear 0.7 1 (A1)
0.7 1.2 (A2)
0.95 1.05 (A3)
0.75 1.0 (A4)
0.85 1.2 (A5)
-25% +25% (C13)
0.9 1.0 (C14)
-10% +10% (C18)

Learning rates b. Solar&Wind 0.7 0.8 (A1)
0.8 0.99 (A3)
0.75 1.0 (A4)
0.7 1.1 (A5)
-15% +15% (C13)
0.8 0.9 (C14)
-10% +10% (C18)

Learning rates c. Gas 0.85 0.95 (A1)
0.85 0.99 (A3)
0.8 1.0 (A4)
0.7 1.1 (A5)



Card Parameter Suggested likely uncertainty ranges
(between brackets the number of the
expert who suggested this range)
-5% +5% (C13)
0.85 0.95 (C14)
-10% +10% (C18)

Learning rates d. Oil 0.85 1 (A1)
0.95 1 (A3)

Learning rates e. Coal (surface) 0.8 0.95 (A1)
0.9 1 (A3)
-50% +50% (B10)

Learning rates f. Biofuels 0.85 0.95 (A1)
0.8 0.99 (A3)
0.85 0.99 (A4)
0.7 1.1 (A5)

Oil capital output ratio
for transport/refining

Oil capital output ratio for
transport/refining

-25% +25% (C13)
-20% +10% (C14)

Other demandside
assumptions

Fuel specific efficiency in Thermal
Electric

0.35 0.6 (A1)
-10% +10% (C14)

Other demandside
assumptions

Conversion Efficiency -10% +10% (C14)

Other demandside
assumptions

Lifetime enduse capital 5 yr 20 yr (A1)
10 yr 30 yr (A4)
-50% +50% (C14)

Other demandside
assumptions

Heat/electricity ratio 0.1 0.5 (A1)
-20% +20% (C14)

Driving Forces: Industry Value Added -50% +50% (C14)
Initial costs solar wind
nuclear

Initial costs solar wind /
Initial costs nuclear

-25% +25% (B7)
-20% +50% (B8)
-20% +50% (B9)
-20% +50% (B10)
-20% +20% (B11)
-10% +50% (B12)
-30% +30% (C14)

Driving Forces: B1 gdp scenario -10% +10% (A1)
-50% +50% (C14)

Nuclear Depletion
Multiplier

Nuclear Depletion Multiplier -100% +100% (C14)

Initial land price Initial land price -20% +50% (B9)
-80% +80% (B11)
-10% +50% (B12)
-30% +30% (C14)
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