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Summary 

It is increasingly recognized that adaptation to climate change has become unavoidable. It is 
the only response available for the impacts that will occur over the next several decades 
before mitigation measures can have an effect. Societies, organisations and individuals have 
been adapting to changing conditions for centuries but the advent of climate change brings 
new challenges. Some of the challenges are brought about by issues related to the rate (and 
magnitude) of change of climate, the potential for non-linear changes and the long time 
horizons. All these issues are plagued with substantial uncertainties, which makes 
anticipatory adaptation difficult. The fact that we have partial knowledge of future climate is 
in itself a new challenge.  

Effective communication between science and policy - necessary for well informed 
adaptation policy making - is often hampered by misunderstandings about the phenomenon of 
uncertainty in the science. The focus on statistical and quantitative methods of uncertainty 
assessment leads to a tendency to ignore policy relevant uncertainty information about the 
deeper dimensions of uncertainty that in principle cannot be quantified. Lack of systematic 
attention for unquantifiable uncertainties in the science makes the perceived scientific 
foundation basis of climate policies prone to controversies, can undermine public support for 
climate policies, and increases the risk that society is surprised by unanticipated climate 
changes.

This report reviews state-of-the-art of methods and tools available in the literature in helping 
inform adaptation decisions. We focus on the assessment of climate change uncertainties. 
Further, the report reviews existing frameworks for decision making under uncertainty for 
adaptation to climate change. The report explores how different ways of including 
uncertainty in decision making match with uncertainty information provided by the various 
uncertainty assessment methods. It reviews a broad range of areas of climate change impacts 
and impacted sectors of society and economy that may require a response of planned 
adaptation.

The questions addressed in this scoping study focus on three interrelated areas: (1) To what 
climate changes do we need to adapt where, and what parties are involved in adaptation 
decision making? (2) What decision making frameworks for adaptation and strategies for 
accounting for uncertainty in adaptation are proposed in the literature and or used in other 
countries?, and (3) What methods are available to assess climate change impact uncertainties 
to inform adaptation decisions? 

The existence of different attitudes to risk and uncertainty leads to different decision making 
frameworks existing in various adaptation contexts. The various decision making frameworks 
call for different decisions analysis frameworks and different tools for uncertainty analysis.

Decision frameworks and analysis tools can roughly be grouped into two schools of thought: 
the predictive top-down approach and the resilience bottom-up approach. Some mixed 
approaches were also discussed. The difference between top down and bottom up is in the 
direction in which the causal chain is followed in the reasoning: Top down starts from the top 
by exploring the accumulation of uncertainty from each step going from emission scenarios, 
to carbon cycle response, to global climate response, to regional climate scenarios to produce 
a range of possible local impacts in order to quantify what needs to be anticipated. Bottom up 
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starts at the bottom: the impacted system and explores how resilient or robust this system is to 
changes and variations in climate variables and how adaptation can make the system less 
prone to uncertain and largely unpredictable variations and trends in the climate. 

Given that much more attention has been given to the prediction oriented (top-down) 
approach we reviewed various tools, techniques and methods used in the various steps of 
climate change impact and adaptation assessments and how these are currently being applied 
in the fields of climate risk assessment and climate adaptation decision making.  

We identified a range of strategies to account for uncertainty in decision making and 
frameworks for decision making under uncertainty of relevance for adaptation decisions (for 
details see section 3). Further, we identified a collection of tools for uncertainty analysis of 
relevance for informing adaptation decision making processes and discourses (for details, see 
section 4). Both for the frameworks for decision making under uncertainty, and for the tools 
for uncertainty assessment, we mapped how well each of them can cope with three levels of 
uncertainty distinguished in this report: statistical uncertainty, scenario uncertainty and 
recognized ignorance.

Roughly, the top down - prediction oriented approaches are strong in statistical uncertainty 
and the resilience and robustness type of bottom up approaches are strong in coping with 
recognized ignorance and surprises. An essential first step in the selection of an appropriate 
decision making framework and appropriate methods for uncertainty analysis for a given 
climate adaptation decision making problem will thus be a well argued judgment on the 
policy-relevance of each of the three levels of uncertainty - along with a judgment of their 
relative importance - to the particular decision making problem at hand. 

We also mapped the various uncertainty assessment tools to the various frameworks for 
decision making under uncertainty (table 5.2, section 5.1), indicating methods that are key for 
a given decision making framework, methods that are complementary to a given framework 
and methods that do not match a given framework. A hypothetical case-study sketches how 
these tools might be applied in practice. The case study highlights a remarkable difference in 
uncertainty range for precipitation changes between the latest KNMI scenarios and results 
from a perturbed physics ensemble using a general circulation model.  

Our tentative recommendation is that a plurality of approaches (using both top down and 
bottom up) need to be tried in different contexts in order to learn what works and what 
doesn’t. We recommend to further explore a few niches in the field of uncertainty and climate 
change adaptation, amongst others: robust decision making methods, development of 
indicators for measuring resilience, development of a catalogue of wild cards and imaginable 
surprises. Further we argue that differences in predicted uncertainty range by different 
methods (as the one identified in our case study) need to be further explored and discussed in 
the climate adaptation community. 
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1. Introduction 

Climate change is one of the most pressing global problems of our time. Two major 
responses have emerged to deal with this issue: mitigation and adaptation. In general, climate 
policy has mostly focused on mitigation – i.e., the reduction of greenhouse gas emissions 
and/or the enhancement of sinks – with instruments such as the Kyoto Protocol.  
While there is a wide consensus amongst climate experts and policy makers that mitigation of 
climate change (i.e. reduction of greenhouse gas emissions) is and should remain the prime 
focus of climate policy, it is increasingly recognized that adaptation to climate change has 
become unavoidable. The IPCC has shown that even under optimistic assumptions for the 
success of present day mitigation efforts and policies, human activity is likely to lead to 
further climate change with possibly severe impacts (IPCC 2007a). The Stern review noted 
that adaptation is the only response available for the impacts that will occur over the next 
several decades before mitigation measures can have an effect (Stern 2007). However, 
research on adaptation is lagging behind climate impact assessment by almost a decade if we 
use research output as an indicator of activity levels (see Figure 1.1). 
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Figure 1.1 Annual number of climate change publications with the words “impact” or 
“adaptation” in either the title or abstract.  Data: Web of Science [accessed 31 July 2007] 
(Rob Wilby, personal communication 23-8-2007). 

Important here is also the understanding that even if atmospheric greenhouse gas 
concentrations are kept constant at today's level then, temperature would still continue to rise 
because the thermal inertia of the oceans causes the realised warming to lag several decades 
behind changes in radiative forcing from greenhouse gases. Moreover, temporary aerosol 
cooling masks part of the greenhouse warming, but aerosols are short-lived and their impact 
is highly regional. 

IPCC scenario studies show that without additional mitigation climate policies, global mean 
temperature change could range from 1.1ºC to 6.4ºC by the end of the century compared to 
1980-99 (IPCC 2007b). These circumstances make adaptation to climate change – i.e., the 
adjustment in natural or human systems in response to actual or expected climatic stimuli or 
their effects - unavoidable (Parry et al. 1998, Pielke Jr. 1998, IPCC 2001a, Pielke Jr. et al. 
2007).
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The impacts of projected climate change are expected to be manifold. Because of limited 
understanding of many feedback loops in the complex Earth system and inherent limitations 
to the predictability of climate on the local and regional spatial scales, uncertainty in climate 
projections are very large and partly irreducible. Effects can become manifest gradually  but 
also abruptly as a singular event and the processes of change can be linear or non-linear. 
Gradual changes include the increase of temperature, sea level rise, melting of glaciers, 
increase in length of the growth season, increase in precipitation and increase of extreme 
weather events such as heat waves and tropical cyclones. These gradual changes can be 
manifest in extreme singular events (e.g a storm surge or an extreme precipitation event). 
Examples of non-linear effects are the possible strong reduction or even shut down of the so 
called thermohaline circulation in the oceans (which could lead to a cooling of North and 
North-West Europe), disintegration of gas hydrates in melting permafrost and in the oceans 
(which leads to massive emissions of the greenhouse gas methane), disintegration of the West 
Antarctic Ice Sheet or strongly increased melting of the Greenland Ice Sheet which may lead 
to several meters of sea level rise on the long term (see box 1.1). 

Recently the Netherlands Scientific Council for Government Policy (WRR 2006) proposed a 
climate strategy for The Netherlands based on three solution pathways: (1) adaptation to 
climate change; (2) reduction of greenhouse gas emissions; and (3) effective global 
coordination. The WRR recommend giving high priority to adaptation, especially in water 
policy in relation to flood protection (cf. EEA 2007), for four reasons: 

• Climate change will still occur if emission reductions are successful, albeit at a reduced rate 
and magnitude. 
• The credibility of coordinated global emission reductions is (so far) low. 
• Successful adaptation will improve the Netherlands’ international negotiating position. 
• There is ground to be made up in the area of cost-effective flood protection. 

Other reasons to pursue adaptation include:

• It yields benefits against existing climate related hazards; 
• The Netherlands derives economic benefit from the international industry in environmental 
services e.g. water management. 
• A credible and successful adaptation policy and a justified image of a long term climate 
proof Netherlands, increases the attractiveness of the Netherlands for investors as a stable 
environment. 

The IPCC has defined adaptation as an adjustment in ecological, social, or economic systems 
in response to actual or expected climatic stimuli and their effects or impacts (Smit et al. 
2001). Adaptation is therefore made up of actions throughout society, by individuals, groups 
and government (Adger et al. 2005). In essence, adaptation is a complex societal process of 
activities, actions, decisions and attitudes that reflect existing social norms and processes. 
Adaptation is often reactive, induced by observed extreme weather events and their impacts 
(see also McKenzie-Hedger 2005). Societies, organisations and individuals have been 
adapting to changing conditions for centuries but the advent of climate change brings new 
challenges. Some of the challenges are brought about by issues related to the rate (and 
magnitude) of change of climate, the potential for non-linear changes and the long time 
horizons. All these issues are plagued with substantial uncertainties, which makes 
anticipatory adaptation difficult. The fact that we have partial knowledge of future climate is 
in itself a new challenge. 
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Box 1.1 Poorly known probability, high impact events: the example of accelerated sea level 
rise (Source: van der Sluijs and Turkenburg 2006)

In the assessments of the risk of sea level rise through anthropogenic climate change, four 
factors play a role: thermal expansion of sea water, ice-sheet dynamics, natural trends and 
other man-made causes of sea level rise (mainly groundwater extraction). The ice sheet 
dynamics constitutes the most problematic factor in the assessments of future sea level as it 
harbors the largest uncertainties and can be non-linear. In table B1.1 estimates for the present 
ice volumes and sea-level equivalents of the Earth are given. If all ice on Earth would melt, 
the worldwide average sea level would rise about 80 meters. 

 Ice volume (106 km3) Sea level rise equivalent (m) 
East Antarctica 25.92 64.8 
West Antarctica 3.40 8.5 
Greenland 3.0 7.6 
Small ice caps and 
mountain glaciers 

0.12 0.3 

Permafrost 0.03-0.7 0.08-0.17 
Table B1.1  Ice components of land ice and their sea level rise equivalents (Titus, 1986). 

The mass balance of ice sheets is quite complicated. Increase of temperature at the poles 
leads to increased evaporation of seawater and increased snowfall, positively contributing to 
the mass balance. At the same time the melting rate increases, which is a negative 
contribution. Morphological aspects (profiles of the bottom, shape and thickness of the ice 
shelves etc.) are a third factor, as they influence calving and streaming of the ice.  

The first warnings about the possible instability of the West Antarctic Ice Sheet (WAIS) 
came from Mercer (1978): "If the global consumption of fossil fuels continues to grow at its 
present rate, atmospheric CO2 content will double in about 50 years. Climate models suggest 
that the resultant greenhouse warming effect will be greatly magnified in high latitudes. The 
computed temperature rise at latitude 80 degrees South could start rapid deglaciation of 
West Antarctica, leading to a 5 meter rise in sea level."
and:
"... deglaciation of West Antarctica would probably be the first disastrous result of continued 
fossil fuel consumption. ... If so, major dislocations in coastal cities, and submergence of low 
lying areas such as much of Florida and the Netherlands, lies ahead."

Mercer's theory gave rise to public concern and to a scientific debate on the stability of the 
WAIS. Further research in the 1980s pointed in the direction that the WAIS might be more 
stable than assumed by Mercer, and anticipated warming in the coming century would not be 
large enough to initiate the complete melting of the West Antarctic ice shelves (Van der Veen 
and Oerlemans 1987). It should be noted that this assessment was biased by the time horizon 
chosen of one century, which is short in comparison to the typical time scales of ice sheet 
dynamics and does not account for committed warming. Later assessments exhibit the same 
bias: The first IPCC report concludes in 1990: "Within the next century, it is not likely that 
there will be a major outflow of ice from West Antarctica due directly to global warming"
(IPCC 1990). In the third assessment report, IPCC (2001b) concludes that, ice-dynamic 
instability of the WAIS and accelerated sea level rise are very unlikely during the 21st 
century for the range of projected warming. However, for local warming of more than 10°C, 
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simple runoff models predict that a zone of net mass loss would develop on the ice sheet 
surface. Irreversible disintegration of the WAIS would result because the WAIS cannot 
retreat to higher ground once its margins are subjected to surface melting and begin to recede. 
According to IPCC, once started, such disintegration would take at least a few millennia. The 
thresholds for total disintegration of the East Antarctic Ice Sheet by surface melting is 
estimated to be about 20°C local warming (IPCC 2001b). The Greenland ice sheet is the most 
vulnerable to climate warming but is not as potentially instable as the WAIS, meaning that 
the melting would be a more gradual process. Models project that a local increase of the 
annually averaged temperature of larger than 3°C sustained for millennia would lead to 
virtually a complete melting of the Greenland ice sheet. For a local warming over Greenland 
of 5.5°C the Greenland ice sheet contributes about 3 m in 1,000 years. For a warming of 8°C, 
the contribution is about 6 m, the ice sheet being largely eliminated (IPCC 2001b). 

Hansen (2007) reasons that although a linear approximation fits the past sea level change well 
for the past century, this is only because the two terms contributing significantly to sea level 
rise were (1) thermal expansion of ocean water and (2) melting of alpine glaciers. Under 
foreseen forcing scenarios in the 21st century, the sea level rise surely will be dominated by a 
third term: (3) ice sheet disintegration. While this third term was small in the past century, it 
has at least doubled in the past decade and is now close to 1 mm/year. Hansen reasons that if 
this pattern of nonlinearity in ice sheet disintegration would be simply extrapolated (doubling 
every 10 years), a sea level rise of several meter in one century would be conceivable. 
Hansen warns the community that a ‘scientific reticence’ is inhibiting the communication of a 
threat of a potentially large sea level rise that may well be highly policy relevant. In his view, 
delay is dangerous because of system inertias that could create a situation with future sea 
level changes out of our control. Hansen’s concept of “scientific reticence” was earlier noted 
by Patt (1999) who called this the “strategic treatment of low probability events” and relabled 
by Van der Sluijs and Turkenburg (2006) as “strategic treatment of poorly known probability 
- high impact events”. In a sense, IPCC (2007) has become even more reluctant than in earlier 
assessments and notes that they are unable to evaluate possible dynamical responses of the 
ice sheets, and thus do not include any possible ‘rapid dynamical changes in ice flow’ in their 
scenario projections. This echoes with other calls for a full exploration of uncertainty instead 
of focusing on consensus science (Oppenheimer et al. 2007).  

A ‘cascade’ or ‘explosion’ of uncertainty arises when conducting climate change impact 
assessments for the purposes of making national and local adaptation decisions. In climate 
projections used for the development of long term adaptation strategies, uncertainties from 
the various levels of the assessment accumulate. For example, there are uncertainties 
associated with future emissions of greenhouse gases and sulphate aerosols, uncertainties 
about the response of the climate system to these changes at global and local scales, 
uncertainties associated with the impact models and the spatial and temporal distributions of 
impacts. Climate change impacts such as changes in temperature, precipitation, runoff or 
heating-degree days are therefore characterized by major uncertainties regarding their 
magnitude, timing and spatial distribution, sometimes having opposite signs (e.g., some 
projections show more precipitation whereas others show less). These uncertainties pose 
major challenges for planners taking decisions on adaptation measures. Gagnon-Lebrun and 
Agrawala (2006) note that the level of certainty associated with climate change and impact 
projections is often key to determining the extent to which such information can be used to 
formulate appropriate adaptation responses. There are also uncertainties associated with the 
assessment of adaptation options. Uncertainties also exist when trying to understand current 
vulnerabilities to the impacts of climate variability and change for the purpose of identifying 
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adaptive responses. These uncertainties can potentially be quite large, but there has been little 
research in this area.

The nature of uncertainty is multi-dimensional: it includes statistical uncertainty, scenario 
uncertainty and recognized ignorance (see box 1.2) in observed data, in climate models, in 
climate impacts, in policy context, and on all these locations uncertainties are both epistemic 
(imperfect knowledge) and stochastic (intrinsic variability in the climate system) (Walker et 
al. 2003, Dessai and Hulme 2004, Janssen et al. 2005). 

Effective communication between science and policy is often hampered by 
misunderstandings about the phenomenon of uncertainty in the science (Van der Sluijs 1997, 
Funtowicz 2006). The focus on statistical and quantitative methods of uncertainty assessment 
leads to a tendency to ignore policy relevant uncertainty information about the deeper 
dimensions of uncertainty that in principle cannot be quantified. Lack of systematic attention 
for unquantifiable uncertainties in the science makes the perceived scientific basis of climate 
policies highly vulnerable to deconstruction in societal discourses and controversies on these 
policies. For instance, if such hidden unquantifiable uncertainties in scientific assessments are 
later exposed, magnified and underlined in societal debates over the science by those who 
have an interest in delaying climate policies, public support for climate policies may vanish. 
Further, underutilization of scientific insights about policy relevant - but yet unquantifiable - 
uncertainties may lead to an under-informed policy debate and sub-optimal policies. The 
precautionary principle requires that policy relevant unquantifiable uncertainties are 
explicitly considered in setting a stabilization target for mitigation policies (Van der Sluijs 
and Turkenburg 2006). In a sense this creates a paradox: to evaluate whether our policies are 
effective we need to quantify a stabilization target while at the same time we will never be 
able to know whether we have adequately covered the unquantifiable in our attempt to 
quantify a safe stabilization target. In this respect, adaptation seems to offer additional 
opportunities to accommodate such deeper uncertainties as a 'safety net' to take care where 
mitigation fails to take these uncertainties on board. Finding a proper balance between 
adaptation and mitigation amid deep uncertainty is a major challenge of present day climate 
policy making. 

Over the next decades large investments in climate change adaptation are foreseen in The 
Netherlands to make the Netherlands more "climate proof" and better prepared for anticipated 
climate impacts and possible climate surprises. For the anticipated climate impacts, the 
KNMI regional climate change scenarios are a key input to these investment decisions, which 
project a range of sea level rise in the year 2100 of 35 to 85 cm (Hurk et al. 2006). For the 
surprises, MNP is exploring the boundaries of what might be possible in terms of accelerated 
sea level rise by looking at the maximum sea level rise per century that occurred in the 
geological past and the maximum conceivable melting rates based on expert judgment of ice 
sheet dynamics of the Greenland and West Antarctic ice sheets, leading to an estimated upper 
boundary of 1.5 meters per century (MNP 2007). 
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Box 1.2  Levels of uncertainty (Source: Walker et al. 2003, Janssen et al. 2005) 

Uncertainty sources can be classified on a gradual scale running from ‘knowing for certain’ 
to ‘not know’ (see Figure 1.1). Three classes can be distinguished that will be used 
throughout this report: 

‘Statistical uncertainty’: this concerns the uncertainties which can adequately be expressed 
in statistical terms, e.g., as a range with associated probability (examples are statistical 
expressions for measurement inaccuracies, uncertainties due to sampling effects, 
uncertainties in model-parameter estimates, etc.). In the natural sciences, scientists generally 
refer to this category if they speak of uncertainty, thereby often implicitly assuming that the 
involved model relations offer adequate descriptions of the real system under study, and that 
the (calibration)-data employed are representative of the situation under study. However, 
when this is not the case, ‘deeper’ forms of uncertainty are at play, which can surpass the 
statistical uncertainty in size and seriousness and which require adequate attention. 

‘Scenario uncertainty’: this concerns uncertainties which cannot be adequately depicted in 
terms of chances or probabilities, but which can only be specified in terms of (a range of) 
possible outcomes. For these uncertainties it is impossible to specify a degree of probability 
or belief, since the mechanisms which lead to the outcomes are not sufficiently known. 
Scenario uncertainties are often construed in terms of ‘what-if’ statements. 

‘Recognized ignorance’: this concerns those uncertainties of which we realize – some way or 
another – that they are present, but of which we cannot establish any useful estimate, e.g., due 
to limits to predictability and knowability (‘chaos’)1 or due to unknown processes. A way to 
make this class of uncertainties operational in climate risk assessment studies is by means of 
surprise scenarios. Usually there is no scientific consensus about the plausibility of such 
scenario's while there is some scientific evidence to support them. Examples are the 
accelerated sea level rise discussed in box 1 or the possible shut down of the thermo-haline 
ocean circulation. 

Continuing on the scale beyond recognized ignorance, we arrive in the area of complete 
ignorance (‘unknown unknowns’) of which we cannot yet speak and where we inevitably 
grope in the dark. 

Figure 1.1 Uncertainty levels between determinism and total ignorance (Walker et al. 2003). 

This report reviews state of the art of methods and tools available in the literature in helping 
inform adaptation decisions with a particular focus in the assessment of climate change 

1 Note that the existence of chaotic systems can lead also to a probabilistic representation (this is the motive 
behind ensemble weather forecasting) and does not in all cases imply “ignorance”. 
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uncertainties.2 Further, the report reviews existing frameworks for decision making under 
uncertainty for adaptation to climate change. It explores a broad range of areas of climate 
change impacts and impacted sectors of society and economy that may require a response of 
planned adaptation. 

The questions addressed in this scoping study focus on three interrelated areas: decision 
context, strategies for decision making under uncertainty, and scientific methods to assess 
uncertainty in projections of climate change and impacts. The questions are: 

Decision context 
Where are adaptation decisions needed or expected in the Netherlands: to what 
changes do we need to adapt and where? 
What parties are involved in adaptation decision making? 

Adaptation decision making under uncertainty 
What decision making frameworks for adaptation are proposed in the literature and or 
used in other countries? 
What strategies exist to account for uncertainty in adaptation decision making? 

Assessing uncertainties in (regional) climate change projections 
What methods are available to assess climate change impact uncertainties to inform 
adaptation decisions? 

The primary audience of this report is the Netherlands Environmental Assessment Agency 
(MNP), who funded this Scoping Study under MNP project S/550032 ‘Onzekerheden, 
Transparantie en Communicatie’. Within this project, methodologies for assessing and 
communicating uncertainties are developed for use in the MNP. A specific case that is 
currently of interest within MNP is the uncertainty surrounding climate-adaptation decision 
making. This report has been written as a scoping study of the topic, reviewing the available 
literature, serving as a reference point, synthesising the knowledge and sketching out some 
potential ways forward. These recommendations will be considered by MNP in their follow-
up work in this area.

There is now growing momentum in the area of adaptation to climate change at the 
international level. The IPCC Fourth Assessment Report has an entire chapter devoted to 
adaptation practices, options, constrains and capacity (Adger et al. 2007), and some attention 
is given to the issue of uncertainty in a chapter on new assessment methodologies and 
characterisation of future conditions (Carter et al. 2007) as well as parts of the Working 
Group I report. At the United Nations Framework Convention on Climate Change level, the 
Nairobi work programme on impacts, vulnerability and adaptation to climate change is of 
relevance here. This five-year programme was adopted in 2005 at COP-11 in Montreal, and is 
described in decision 2/CP.11. The main objectives of the Nairobi Work Programme are to: 
1) assist countries to improve their understanding and assessment of impacts, vulnerability 
and adaptation and; 2) assist countries to make informed decisions on practical adaptation 
actions and measures to respond to climate change on a sound, scientific, technical and socio-

2 There are many dimensions to uncertainty, but in this report we have focused on the more technical and 
methodological dimensions and its scientific assessment. We are aware that organizational and cultural issues 
associated with accepting and managing uncertainty are important, but we have not examined this systematically 
in the report. 
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economic basis, taking into account current and future climate change and variability. The 
Nairobi Work Programme is structured around nine areas of work, each of them key to 
increasing the ability to successfully adapt. These areas of work include: methods and tools; 
data and observations; climate modelling, scenarios and downscaling; climate related risks 
and extreme events; socio-economic information; adaptation planning and practices; research 
and technologies for adaptation; economic diversification. Uncertainty is an important 
component of all these areas of work.  

Recently, the European Commission adopted its first policy document on adapting to the 
impacts of climate change (CEC 2007) . This Green Paper is based on four core pillars: 1) 
early action in the EU; 2) integrating adaptation into EU external actions; 3) reducing 
uncertainty by expanding the knowledge, base through integrated climate research, and; 4) 
involving European society, business, and public sector in the preparation of coordinated and 
comprehensive adaptation strategies. The Green Paper is the basis for the current on-going 
public debate, via web-based consultations and workshops, about adaptation to climate 
change in Europe. In 2008 it is expected that a revised policy document will be drafted, 
subjected to an impact assessment and introduced as an official Adaptation White Paper later 
in the year.

Various EU Member States are currently preparing national adaptation strategies, plans or 
frameworks. Finland, for example, has adopted a National Strategy for Adaptation to Climate 
Change that details cross-sectoral adaptation measures that should be mainstreamed into 
regular planning over the period 2005-2015. Other Member States, such as the UK and the 
Netherlands, are in the process of developing their national adaptation strategies. Adaptation 
planning is also occurring at the sub-national level. Many regions (York and Humberside in 
the UK; Queensland in Australia), cities (e.g. London, Rotterdam, Nijmegen) and 
municipalities (Cape Town in South Africa, see, Mukheibir and Ziervogel 2007) have 
developed or are developing climate change strategies that include adaptation.

The focus of this report is on the Netherlands. In section 2 we will discuss the issue of 
adaptation to climate change in the Netherlands, reviewing the observed changes in the 
climate of the Netherlands and their impacts (2.1), presenting a short history of Dutch climate 
change adaptation (2.2), explaining where in the Netherlands adaptation decisions might be 
needed or expected (2.3), and describing the Dutch climate change scenarios (2.4). Section 3 
reviews decision making frameworks for adaptation to climate change, with a focus on 
decision making under uncertainty. We briefly review attitudes to risk and uncertainty, and 
generic risk philosophies (3.1). Next we introduce two major policy principles of dealing 
with uncertain environmental risks: the prevention principle and the precautionary principle 
(3.2). We continue with a detailed review of strategies for accounting for uncertainty in 
decision making and frameworks for decision making under uncertainty, which we group in 
two main classes: top-down prediction oriented approaches (3.3) and bottom-up resilience 
oriented approaches (3.4). In section 4 we review the current practice of uncertainty 
assessment in climate risk assessment and what uncertainty tools and uncertainty assessment 
methods are used or proposed in the literature in each of the steps in the causal chain of 
climate change from socio economic drivers to climate impacts. Section 5 brings together the 
decision making frameworks and the uncertainty methods identified in sections 3 and 4, and 
explores how they match to each other. It also presents a hypothetical case study on flood 
risks under climate change uncertainty, illustrating what the various methods can contribute. 
Finally, section 6 summarizes the main findings of this scoping study and presents some 
conclusions and recommendations. 
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2. Adapting to climate change in The Netherlands 

2.1 Observed changes in the climate of the Netherlands and their 
impacts

At the request of the State Secretary for the Environment, MNP put together a comprehensive 
review of existing knowledge on the effects of climate change in the Netherlands (MNP 
2005). One of the major conclusions of this report is that the climate is already changing in 
the Netherlands. Over the last century, temperature in the Netherlands has increased in 
accordance with global mean temperature, except for recent decades, where the rise has been 
1.5 times the world average. This has been shown to be mainly due to changes in the 
dominant wind directions (see Oldenborgh and Ulden 2003). The number of cold days has 
decreased, while the number of hot days has increased, particularly since 1975. Despite large 
variability in precipitation records, there is a trend towards an increase in annual precipitation 
over the last century. This is mostly due to an increase in precipitation between October and 
March; rainfall between April and September has remained unchanged. It is also believed that 
high intensity precipitation has been increasing. There has been a decrease in storminess over 
the Netherlands for the period 1962-2002 (Smits et al. 2005) although this timeframe is short 
to base strong conclusions on. The sea level along the Dutch coast has risen by about 20 cm 
as an average during the past century.3

These observed changes have already affected various natural and human systems. River 
flows in the Rhine have increased in the winter and decreased in the summer over the past 
few decades, though we should be aware that this is the joint effect of changes in climate, 
water management and land use changes upstream in Germany and Switzerland. Partially as a 
result of observed changes in the climate, the temperature in the river water has increased by 
more than 3ºC over the last century.4 The last ‘severe flood’ occurred in 1953, but ‘light 
floods’ have occurred more recently (e.g., in 1998).5 Severe droughts have also occurred in 
the recent past (e.g., 1959, 1976 and 2003). None of the recent floods or droughts have been 
directly attributed to recent observed changes in the climate of the Netherlands (cf. Stott et al. 
2004, Stone and Allen 2005). The effects of the observed temperature rise can be seen in the 
natural environmental in the Netherlands. This includes northward migration of plants and 
animals, earlier start of the spring season and disruption of relationships within the food 
chains. Vliet et al. (2002) have showed that the pollen season has been starting 3 to 22 days 
earlier from 1969 till 2000. A number of commercial sectors have experienced problems 
during low flows including inland navigation and electricity production companies. Box 2.1 
details the observed impacts experienced in the summer of 2003.  

3 This is the absolute rise in sea level. The total impact along the Dutch coast (i.e., the relative sea level rise) is 
larger, since subsidence of the ground level also has also occurred. During the 20th century this subsidence in 
the Netherlands varied on average between 0 and 4 mm per year, depending on the exact location. 
4 This figure is for average annual temperature of the water in the Rhine at Lobith during the period 1909-2003. 
It is estimated that one third of the increase is attributable to observed changes in the climate.  
5 The term ‘severe flooding’ describes a situation which is life-threatening, possibly with casualties; the term 
‘light floods’ is used when there may be damage to buildings and/or the agricultural infrastructure but the 
situation is not life-threatening (MNP 2005). 
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Box 2.1: The extremely hot and dry summer of 2003 

The summer heatwave of 2003 provides a good proxy of potential future conditions given 
that according to Stott et al. (2004) more than half the years will be warmer than 2003 by the 
2040s and by the end of the century, 2003 would be classified as an abnormal cold summer.6
While the heatwave was not as extreme as in other part of Europe (e.g., central Europe), the 
Netherlands suffered various impacts. Due to the low supply of water in the Rhine, the 
brackishness from the sea gradually spread inland, with the result that in the middle of 
August the inlet points of the Rhineland and Schieland Water Boards became brackish. This 
caused damage to tree nurseries in the middle of the Netherlands because of their intolerance 
to salt. Extremely low water levels forced inland ships to use a fraction of their normal 
loading capacity, thus increasing transportation costs significantly. Energy production 
temporarily decreased as a consequence of a shortage of cooling water; a tight situation arose 
(code ‘red’ in terms of certainty of delivery) for a period of almost 40 days when the water 
temperature was above 24ºC.7 High water temperatures and low river level threatened the 
cooling capacity of several power stations. A number of peat dikes lost a critical amount of 
water due to the persistent drought, which ultimately resulted in their collapse and light 
flooding (e.g., Wilnis, Rotterdam, Stadskanaal). The heatwave lead to the premature death of 
about 400-500 people in the Netherlands.8 Consumption of drinking water rose by 2%, 
compared to 2002, mainly for watering gardens and lawns.  

2.2 From curative reactive adaptation to planned precautionary 
adaptation 

The history of water management and flood protection in the Netherlands can be seen as 
continuous adaptation, but most of it was not to anticipated environmental changes but 
reactive responses to floods and disasters. In the last century, a series of floods each triggered 
a further step in the development of flood protection in the Netherlands. A major storm tide 
flood in 1906, that inundated many polders along the East Scheldt and the West Scheldt, gave 
rise to large scale dike strengthening. The storm tide flood of 1916 hit mainly the north of the 
Netherlands. This flood was the direct reason to close the Zuider Zee with the "Afsluitdijk" (a 
32 kilometer Closure-dike), which was completed in 1932 (Geluk 1977). The storm tide flood 
of 1953 - in which 1835 people drowned - gave rise to the start of the Delta Works. 

In their 1960 report, the Delta Committee has set standards for safety with respect to flooding 
(Commissie 1960). The starting point was that all protection works protecting the Randstad 
should be constructed to resist a flood level of 5 meter above NAP (Amsterdam Ordnance 
Datum, a national Dutch levelling reference system). The probability that this level would be 
exceeded was estimated at that time to be once in 10000 year. For the other areas threatened 
by tidal waters, a construction standard to resist flood levels that occur once in 4000 years 
was set. These standards have been the starting point of the Dutch coastal defence policy. In 
1977 the Committee Brecht (Committee on River Dikes) formulated a construction standard 
for the dikes of the river Rhine: they should be constructed to resist a river discharge at 

6 This projection used the HadCM3 model under the SRES A2 scenario. 
7 A water temperature of 23°C applies as the critical limit for the use of cooling water. 
8 Recent calculations for the Netherlands demonstrate that the increased air pollution (ozone, particulate matter) 
during heat waves is responsible for about 25–40% of the registered ‘heat wave mortalities’. 
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Lobith of 16500 m3/sec, which would occur statistically once in 1250 years. In 1986 the 
same standard (1:1250) was adopted for the dikes of the river Meuse, corresponding to a 
maximum discharge of 3650 m3/sec at Borgharen. In 1989 the construction standard for 
dikes of the Lake IJssel was set on a water level that would occur once in 4000 years. 
In 1993, the Committee Boertien lowered the design discharge for the Rhine to 15000 m3/sec 
which according to them still corresponded to a once in 1250 years flood risk. In 2001, the 
Rhine discharge at Lobith corresponding to once in 1250 years flood risk was recalculated 
again to be 16000 m3/sec (Klein et al. 2001). 

In the mid nineties the government proposed a new "Law on sea-defence and river dikes" 
(Wet op de Waterkering), that provides the legal framework for flood risk management in the 
Netherlands. It is with this law that the paradigm shift from reactive and curative adaptation 
in response to disasters towards planned adaptation in response to anticipated climate change 
begins. In the light of the expected increased sea level rise through global warming (at that 
time estimated to be about 0.6 meter per century), the law takes the same standards as set by 
the Delta Committee, but connect these standards to inundation probabilities of an area rather 
than fixed design flood levels. In this law it is explicitly stated that the safety standards (such 
as design flood levels) have to be recalculated every five year, and that dike managing 
authorities have to certify every five years that their dike still meets the requirements. In this 
way it is tried to prevent that the effect of climatic changes causes surprises and dikes have to 
be adapted to the new situations regularly. This is the main reason that in this law, design 
water levels etc, are not given in meters above NAP to withstand but in inundation 
probabilities (Louisse 1990). The approach also acknowledges that flood probability is not 
just a consequence of loading probability. See for example CUR/TAW (1990). 

Recently it has been recognized that coordinated action for a national adaptation strategy is 
urgently needed to timely meet the challenges to spatial planning and spatial development of 
the anticipated climate change and climate impacts the Netherlands faces. This has led to the 
formation in 2006 of a "Nationaal Programma Adaptatie Ruimte en Klimaat" (National 
Program on Spatial Planning and Adaptation to Climate Change, ARK), in which the national 
government (especially the ministries VROM, V&W, LNV, EZ ) collaborates with the 
regional governments (provinces, with IPO as their umbrella organization) and local 
governments (with the VNG as umbrella organization of the municipalities) to jointly 
develop an adaptation strategy with a planning horizon of 100 years. On the European level a 
similar initiative has been taken in the project European Spatial Planning Adapting to Climate 
Events (ESPACE, www.espace-project.org). 

2.3 Where are planned adaptation decisions needed or expected in the 
Netherlands? 

At present, the water sector is the only sector in the Netherlands that has a legal obligation to 
take anticipated climate change into account. Key players in Netherlands water management 
are Rijkswaterstaat, with RIZA taking care of inland safety and RIKZ taking care of coastal 
protection, and the 26 Water Boards (waterschappen) governing the regional water issues.
In the context of "Water Management in the 21st Century" (WB21), - the Netherlands water 
policy - a scenario of maximum river discharge is used, based on a set of regional scenario's 
developed by KNMI in 2000 (see section 2.4). The planning horizon is 100 years and the 
scenario foresees a sea level rise of 60 cm (central estimate) in the next century and an 
associated rise in the water level of the Lake IJssel. In addition, the water policy used 
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projections of maximum river discharge simulated with regional climate models, taking the 
IPCC scenarios as a boundary condition. It foresees a 40% increase in winter river runoff and 
a 30% decrease in summer river runoff by 2050. For soil subsidence of low-lying parts of the 
Netherlands a range between 2 and 60 cm is anticipated until 2050. Finally this 2000 scenario 
anticipates a 3 to 12% increase in winter precipitation and a few percent decrease in summer 
precipitation (Werners et al. 2004). The present water program aims to prepare and protect 
the Netherlands by 2015 for river runoff of the Rhine up to 16000 m3/s. After 2015, a follow 
up program should defend NL against 18000 m3/s runoff of the Rhine. The Dutch 
government reserved 1.9 billion Euro for these programs. Scenario's for extreme low water 
conditions are in preparation. 

Other sectors where adaptation has started to get some initial attention include coasts, spatial 
planning, housing, transport, nature and rural area's, agriculture, fresh water, fisheries and 
health. Good sector by sector inventories of climate adaptation issues include an overview by 
Werners et al. (2004) and the so called "Route Planner" reports (Kwadijk et al. 2006, Pater 
and Drunen 2006, Van Drunen 2006, Veraart et al. 2006, Van Ierland et al. 2007) that 
outlines a long term strategy to achieve a ‘climate-proof’ Netherlands. The latter has been 
developed in the framework of the Netherlands ARK program building on the research work 
of three major Dutch research programmes: Climate Changes Spatial Planning, Living with 
Water and Habiforum. The Routeplanner made an inventory of 96 adaptation options that 
were reviewed according to five criteria: importance, urgency, no-regret (also beneficial if 
climate does not change), secondary effects and mitigation synergies. This led to a selection 
of 46 adaptation options. The high priority options turned out to be not equally distributed 
over the various sectors: for instance 37% of these had to do with water, while only 2% 
applied to the health sector, the other sectors (nature, agriculture, energy, transport, housing 
& infrastructure, and recreation) each had a share of about 15% of the priority options (some 
options applied to multiple sectors). 

In appendix 1 we provide an explorative and non-exhaustive overview of sectors of society 
and economy where planned adaptation to climate change may have net societal benefits. In 
most of these sectors strategy formation for adaptation to anticipated climate change seems to 
be absent at present. In a few sectors, the early stages of such strategy formation seem to be 
emerging. For instance, triggered by capacity problems of the sewage system during a 
extreme precipitation event on 14 August 2006, the sewage water infra structure sector 
started to show interest in KNMI scenarios for changes in extreme precipitation for decision 
making on pipe-diameter and buffering capacity in the sewage water infra structures. The 
energy supply sector has also started to include anticipated climate change in their decisions: 
the Gasunie uses KNMI scenario's to be prepared for extreme events in maintaining energy 
supply security (dimensioning of buffering in natural gas supply to meet peek demand during 
extreme weather events). Other sectors that have started to think about using climate impact 
projections for adaptation are tourism (Maastricht developing a tourism comfort index), 
sports (in reaction to deaths from extreme heat during the "Nijmeegse Vierdaagse" long 
distance hiking event, on a exceptionally warm summer day) and the building sector (mainly 
for dimensioning of cooling capacity of buildings). 

Where sectoral examples are used in this scoping study, the main focus is on water 
management (floods, precipitation changes etc.) and particularly the challenge to develop 
long term adaptation strategies related to the combined effects of sea level rise and changes in 
river runoff and groundwater pressure ("kweldruk" in Dutch). Exploration of such long term 
adaptation strategies has been the focus of the MNP-study "Nederland Later" (MNP 2007). 
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2.4 Climate change scenarios 

In some adaptation frameworks, climate change scenarios are the main driver of biophysical 
and socio-economic impacts, thus being of key importance in devising adaptation strategies 
(Dessai et al. 2005). The Netherlands has published a number of climate scenarios in the past 
(Klein Tank et al. 1995, Kors et al. 2000, Können 2001, Hurk et al. 2006). A formal set of 
climate change scenarios was prepared in the context of the ‘Water Management in the 21st 
Century’ (WB21) project (Kors et al. 2000, Können 2001). These scenarios had mean global 
temperature change as their independent driving variable, with a low, central and high value 
adopted (these values are internally relative and not absolute, i.e., they are only low, central 
or high compared to each other; there are other plausible scenarios that are lower or higher). 
The scenarios assumed that local temperature change was the same as global mean 
temperature change and precipitation was estimated by using an observed relationship 
between temperature and precipitation intensity. After the publication of the WB21 scenarios 
additional scenarios were constructed at the request of users. One scenario assumed that the 
global temperature rise would be accompanied by a strong decline of the thermohaline 
circulation, thus giving a relatively strong cooling of Northwest Europe (based on Klein Tank 
and Können, 1997). Another scenario was based on evidence from early GCM and RCM 
simulations for Europe, in which higher temperatures would lead to strong drying of the 
continent during summer, which in turn would lead to enhanced warming and reduced 
precipitation (see Können 2001 for numerical details and Table 2.1). 
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Box 2.2 The Dutch Challenge Project 

In order to study the probability of extreme events in a changing climate, the Netherlands 
Centre for Climate Research (CKO) decided to produce a large ensemble of transient climate 
simulations in 2003. For this purpose, the CKO used the TERAS, the supercomputer of the 
Academic Computing Centre at Amsterdam (SARA). The NCAR Community Climate 
System Model, version 1.4, was ported to the machine at SARA. During three months, 256 of
its processors were dedicated to this project, thus calculating a total of 62 simulations of the 
global climate for the period 1940-2080. During the historical part of the simulation, GHG 
concentrations, sulphate aerosols, solar radiation and volcanic aerosols were prescribed 
according to observational estimates. From 2000 onwards, solar radiation was held constant 
and sulphate aerosols were kept fixed. Only the GHG concentrations varied according to a 
Business-as-Usual scenario, which was similar to the SRES A1 scenario. The ensemble 
members differ only in a small random perturbation in the initial temperature field of the 
atmosphere, enough to lead to entirely different atmospheric evolutions within the first 
couple of weeks of the integrations. An example of the results of this ensemble experiment is 
show in Figure 2.1. It shows that the probability of cold days in January may decrease in the 
future as result of GHG emissions. This sort of analysis is useful to get a handle on the 
uncertainty associated with the internal variability of the climate system as represented by the 
chosen GCM (see, e.g., Selten et al. 2004). However, the scope of this probabilistic 
experiment is limited because it does not involve perturbed physics and intra-model 
comparison. 

Figure 2.1 Probability density function of daily mean temperatures over the Netherlands, for 
January for the period 1951-1980 (black solid) and 2051-2080 (grey solid). Short vertical 
lines indicate the temperatures of the one in 10 year cold extremes (left ones), the mean 

temperatures (middle ones) and the one in 10 year warm extremes (right ones) (Selten et al. 
2003)
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In 2006 a new set of scenarios was published presenting four scenarios of how the climate in 
the 21st century could change in the Netherlands (Hurk et al. 2006, Klein Tank et al. 2006). 
The scenarios present changes in temperature, precipitation, potential evaporation and wind 
for a 30 year-period centred around 2050 and 2100 (compared to 1976-2005), and sea level 
rise for 2050 and 2100. Hurk et al. (2006) found that most of the range of regional climate 
change over the Netherlands can be related to changes in global mean temperature and 
changes in atmospheric circulation patterns over Europe. Some user consultation was 
conducted with a number of sectors such as water, nature/ecosystem, energy, agriculture, 
transport and infrastructure, industry, financial services and public health. Using scientific 
knowledge and the user consultation, Hurk et al. (2006) devised four scenarios on the basis of 
the GCM range of mean global temperature change (approximately 1-2ºC by 2050 compared 
to 1990) and whether there was a strong9 or weak change in circulation (see Figure 2.2). Hurk 
et al. (2006) dealt with the large uncertainties in projecting future climate by using a small 
number of climate scenarios that are relevant (for decision making), plausible and internally 
consistent pictures of how the climate may look like in the future.  

Figure 2.2 Schematic overview of the four KNMI’06 climate scenarios. G=moderate 
(“gematigd” in Dutch) W=Warm. 

The 2006 climate scenarios were constructed by combining information from global and 
regional climate models in a novel approach (Lenderink et al. 2007). Results from several 
GCMs (mainly ECHAM5, CCC63, GFDL2.1, HadGEM and MIROCHi) and eight RCMs 
(DMI, ETH, GKSS, METO, ICTP, KNMI, MPI and SMHI) were used based on an 
evaluation of their simulations compared to present day climate (van Ulden and van 
Oldenborgh 2006). Because the RCM simulations had only been driven by two GCMs, 
additional scaling and weighing rules were designed to generate RCM sub-ensembles 
matching the seasonal mean precipitation range suggested by the GCMs (see Figure 2.3).

9 A strong change of circulation induces warmer and moister winter seasons and increasing likelihood of 
summertime dry and warm situations.  
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Figure 2.3 Schematic presentation of the methodology used for the construction of the 
KNMI’06 climate scenarios. The blue rectangles describe the sources of scenario information 

in the green rectangles. The arrows symbolise the information flow. Information about the 
climate system at global, regional and local scales was used for the climate scenarios. 

Some selected results of the KNMI scenarios are shown in Table 2.1 for 2050. In general 
both summer and winter temperature and precipitation are expected to increase under 
scenarios G and W. Scenarios with circulation changes (G+ and W+) expect summer 
precipitation to decrease. Two sea level scenarios were constructed on that basis of high and 
low global mean temperature change for 2050 and 2100 (also shown in Table 2.1).  

Table 2.1 Mean changes in some variables of Dutch climate scenarios in 2050 (Können 2001, 
Hurk et al. 2006). 

WB21 climate scenarios (Können 2001) KNMI’06 climate scenarios (Hurk et al. 2006) 

Low Central High 

Change 
of Atlantic 
circulation

High
dry G G+ W W+ 

Annual temperature (ºC) 0.5 1 2 -2 2  
Summer temperature (ºC)   0.9 1.4 1.7 2.8
Winter temperature (ºC)   0.9 1.1 1.8 2.3
Summer precipitation (%) 0.5 1 2 -2 -10 2.8 -9.5 5.5 -19
Winter precipitation (%) 3 6 12 -12 -10 3.6 7 7.3 14.2
Summer evaporation (%) 2 4 8 -8 8 3.4 7.6 6.8 15.2
Absolute sea level rise 
(cm) in 2050 5 20 40  40 15.6-24.6 15.6-24.6 19.6-33.9 19.6-33.9
Absolute sea level rise 
(cm) in 2100 10 50 100  100 34.9-59.5 34.9-59.5 42-84 42-84
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3. Decision making frameworks for adaptation to climate change 

In the past, decision making frameworks on climate change have largely focused on 
mitigation decisions. In a review of decision analysis frameworks for the IPCC Third 
Assessment Report, Toth (2000) noted that the literature on climate change adaptation 
decision making is scanty. He defined decision analysis frameworks as analytical techniques 
aimed at synthesising available information from many (broader or narrower) segments of the 
climate problem in order to help policymakers assess consequences of various decision 
options in their own jurisdictions. Toth (2000) compiled an incomplete catalogue of decision 
analysis frameworks that we reproduce here due to its relevance for climate change 
adaptation (Table 3.1).10 The decision principles or criteria shown in the table below are not 
exhaustive, but they cover much of the literature in the area: for optimisation/efficiency see 
Fankhauser et al.(1999), for equity see Paavola and Adger (2006) and for the precautionary 
principle see van der Sluijs and Turkenburg (2006). Adger et al. (2005) have argued that 
elements of effectiveness, efficiency, equity and legitimacy are important normative 
evaluative criteria in judging successful adaptation.11

Table 3.1 Decision analysis frameworks and their compatibility with decision making 
principles (- is weak but not impossible, + possible but not central and * essential feature of 
the decision analysis framework) (Adapted from Toth 2000). 

Decision principles Decision analysis 
frameworks Optimisation/efficiency Precautionary 

principle
Equity

Decision analysis * + + 
Cost-benefit analysis * - + 
Cost-effectiveness
analysis 

* + + 

Tolerable
windows/Safe
landing approach 

+ * + 

Game theory + - + 
Portfolio theory * + - 
Public finance theory * - * 
Behavioural decision 
theory

- + + 

Ethical and cultural 
prescriptive rules 

- + + 

Policy exercises + + + 
Focus groups - + + 
Simulation-gaming - + + 

Toth (2000) describes these decision analysis frameworks in broad terms in his paper so we 
refer to that for further detail. Here we elaborate on literature that has used these frameworks 

10 In the IPCC TAR only decision analysis, cost-benefit analysis, cost-effectiveness analysis and the policy 
exercise approach are mentioned. In part this is because many decision analysis frameworks overlap in practice, 
and clear classification of practical applications sometimes is difficult.  
11 Two key indicators of the effectiveness of an adaptation action is robustness to uncertainty and flexibility.  
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to examine adaptation to climate change and subsequently how uncertainty has been dealt 
with.

In the context of decision analysis, Hobbs et al. (1997) used decision trees and Bayesian 
analysis to assess climate change risk to two specific investment decisions in the Great Lakes 
region: a regulatory structure for Lake Erie, and breakwaters to protect Presque Isle State 
Park, PA. They found that beliefs about climate change can affect optimal decision. Cost-
benefit analysis has not frequently been applied yet to climate change adaptation because of 
the difficulty of estimating the costs and the benefits, but this is also evolving (see 
Metroeconomica 2004). Cost-effectiveness analysis has been proposed by Smith (1997) 
whereas portfolio theory has recently been applied to the adaptation of water management 
systems to climate change (Aerts and Werners 2007). Behavioural decision theory has also 
been applied to adaptation, but mostly in the context of past climate variability (Patt and 
Gwata 2002, Marx et al. 2007). Cultural perspectives have also been applied to adaptation in 
the context of flood management in the Rhine and Meuse rivers (Middelkoop et al. 2004). A 
mixture of a policy exercise and a focus group was conducted by Few et al. (2007) as part of 
an inclusive approach to adaptation that involved public participation in the context of long-
term coastal management in the UK and elsewhere. See Olsthoorn et al. (2005) for a similar 
exercise in the context of Dutch responses to five meter sea level rise, and Lonsdale et al. 
(2008) for a stakeholder role play exercise for adaptation to extreme sea level rise in the 
Thames Estuary.  

Each one of these frameworks is a huge field in itself. For example, decision analysis 
includes some features of sequential decision making (Hammitt et al. 1992), hedging (Yohe 
et al. 2004); versions of multicriteria analysis (Bell et al. 2000); applications such as risk 
assessment (Jones 2001), etc. In general decision analysis has dealt with uncertainty by using 
scenarios (Risbey 1998), probabilistic descriptions (Yohe 1991) or fuzzy sets (Prato 2007). 
Behavioural decision theory, which includes behavioural economics, psychology and other 
fields, is geared towards understanding how people understand and process uncertain 
information.  

We argue that two main schools of thought have emerged on how to deal with climate change 
uncertainty in adaptation under which the various decision analysis frameworks can fit into. 

One school of thought is prediction oriented. It argues that if there is uncertainty about 
climate change then uncertainty needs to be characterised, reduced12, managed and 
communicated. This leads to an ever increasing sophistication of modelling tools and 
techniques to describe future climates and impacts. This school of thought emanates from 
conventional public policy analysis13, decision analysis, the risk analysis literature and the 
IPCC to some extent.  

The other school of thought is resilience oriented. They accept that some uncertainties 
associated with climate change are irreducible, therefore they emphasise learning from past 
events. “Learning to live with uncertainty requires building a memory of past events, 
abandoning the notion of stability, expecting the unexpected, and increasing the capability to 

12 For example by doing more research, although this often leads to more uncertainty in complex systems such 
as the global climate. 
13 For example, fiscal policy is often designed to give investors and tax-payers as much certainty as possible, so 
that they have clear policy framework within which to make their calculations (Barg et al. 2006).  
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learn from crisis” (Berkes 2007). This thinking comes from the fields of societal and policy 
learning, adaptive management for natural resources, and complex adaptive systems research.  

The prediction approach leads to an emphasis on foreseeing the future while the resilience 
approach expects the future to bring unanticipated surprises and tries to learn from the past.14

Figure 3.1 shows how these two approaches can inform adaptation: the top-down approach 
relates to prediction and the bottom-up to resilience. These schools of thought emerge not 
only because of their different attitudes to uncertainty – one is uncertainty ‘reducer’ (to the 
quantifiable part) while the other is uncertainty ‘accepting’ – but for a range of other reasons 
such as different epistemologies, the unit of analysis being considered, the issue of timescale 
and planning horizons, and the development status of the region or country (Dessai and 
Hulme 2004). The issue of timescales of adaptation decisions is particularly significant in the 
context of uncertainty because over the next couple of decades there is little sensitivity to 
greenhouse gas emission uncertainty, whereas by the end of the century it represents a 
significant uncertainty (see Zwiers 2002).

Climate
adaptation

policy

World development

Global greenhouse gases

Global climate models

Regionalisation

Impacts

Vulnerability
(physical)

Vulnerability
(social)

Adaptive capacity

Indicators base on:
TechnologyEconomic resources

Information & skillsInfrastructure
EquityInstitutions

Past Present Future

Bottom-up approach

Top-down approach
Global

Local
Climate

adaptation
policy

World development

Global greenhouse gases

Global climate models

Regionalisation

Impacts

Vulnerability
(physical)

World development

Global greenhouse gases

Global climate models

Regionalisation

Impacts

Vulnerability
(physical)

Vulnerability
(social)

Adaptive capacity

Indicators base on:
TechnologyEconomic resources

Information & skillsInfrastructure
EquityInstitutions

Vulnerability
(social)

Adaptive capacity

Indicators base on:
TechnologyEconomic resources

Information & skillsInfrastructure
EquityInstitutions

Past Present Future

Bottom-up approach

Top-down approach
Global

Local

Figure 3.1. “Top-down” and “bottom-up” approaches used to inform adaptation to climate 
change (from Dessai and Hulme 2004). 

14 Although the resilience approach comprises much more than vulnerability assessment alone, it should be 
noted that vulnerability assessment tends to focus on near-term climate risks (Washington et al. 2006). 
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The next sections elaborate first on attitudes to risk and uncertainty (3.1), then two major 
principles of dealing with risk and uncertainty are introduced: the prevention principle and 
the precautionary principle (3.2). Next, the two schools of thought: predictive (top-down, 3.3) 
and resilience (bottom-up 3.4) are explored and finally some mixed approaches (3.5) are 
discussed.

3.1 Attitudes to risk and uncertainty 
People consider a number of dimensions or risk attributes when they judge risks and decide 
whether or not they consider a given risk acceptable or not. The degree to which people 
consider a risk acceptable or not depends not only on the magnitude of the damage and the 
probability that damage will occur, but on other risk dimensions as well. A given risk tends to 
be seen as less acceptable if the (perceived) controllability of consequences is lower; if the 
nature of the consequences is unfamiliar and dreadful; if one is exposed to the risk 
involuntarily; if the benefits of the activity are less clear and smaller; if the effects are more 
acute and more nearby in space and time; if risk and benefits are unfairly distributed; and if 
the likely harm is intentional (Vlek 2004). 

Attitudes towards risks vary across people, cultures, time and experience. Some people have 
a risk-seeking attitude whereas others have a risk averse attitude. Ultimately, which school of 
thought (top-down, bottom-up or a mixed approach) is pursued or given more weight depends 
critically on the attitudes to risk and uncertainty of those actors involved in the adaptation 
process and the decision making environment where adaptation happens. For example, 
private water supply companies in England and Wales are adapting to climate change in a 
highly regulated environment where certainty is required for multi-million pound investments 
to be approved (see Arnell and Delaney 2006). This leads to a focus on the prediction 
approach to deal with uncertainty. In the context of present-day collective action for 
community-based coastal management in Trinidad and Tobago, Tompkins and Adger (2004) 
have showed that community-based management enhances adaptive capacity in two ways: by 
building networks that are important for coping with extreme events and by retaining the 
resilience of the underpinning resources and ecological systems. Under this approach 
enhancing adaptive capacity leads to greater resilience to climate change, which does not 
require precise information about how the climate will change. Still uncertainty remains as to 
whether the adaptive capacity of the system is sufficient to withstand future climate stresses 
on that system.

Walters (1986) has noted two types of attitudes about the objectives of formal policy analysis 
that are relevant to uncertainty and climate change adaptation (Table 3.2). Walters’s typology 
can be dismissed as a caricature in setting conventional as narrow minded and adaptive as 
enlightened, but the point it makes is still relevant. What Walters (1986) calls a conventional 
attitude tends to lead to a predictive oriented assessment whereas an adaptive attitude tends to 
lead to a resilience approach.  
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Table 3.2 Conventional and adaptive attitudes about the objectives of formal policy analysis 
(Walters, 1986, p. 351).  
Conventional Adaptive 
Seek precise predictions 
Build prediction from detailed understanding 
Promote scientific consensus 
Minimize conflict among actors 
Emphasize short-term objectives 
Presume certainty in seeking best action 
Define best actions from a set of obvious 
alternatives 
Seek productive equilibrium 

Uncover range of possibilities 
Predict from experience with aggregate 
responses
Embrace alternatives 
Highlight difficult trade-offs 
Promote long-term objectives 
Evaluate future feedback and learning 
Seek imagination in new options 
Expect and profit from change 

Cultural theory (Douglas and Wildavsky 1982) is also useful to elaborate on people’s attitude 
to risk and uncertainty. Risk attitudes tend to coincide with views of nature that people have. 
For example, egalitarians see nature as fragile and humans as good and malleable. The 
egalitarian worldview implies a risk-averse attitude with a preventive management style 
(perhaps akin to the precautionary principle). One should be aware that being risk averse to 
ecological risks is not the same as being risk averse to economic risks. For individualists, 
nature is robust and people are self-seeking. They are characterised as risk seeking, which 
leads to an adaptive management style that mostly focuses on the short-term. Hierarchists 
believe nature is tolerant within limits and that people are sinful. The management style of 
hierarchists is to control situations by keeping the system within its limits. Hierarchists have a 
risk-accepting attitude. Cultural theory also mentions the fatalist, who is indifferent to risk, 
corresponding to a view of nature as capricious or risk as fate.

We are aware that no decision-maker fits nicely into each of these categories, but this 
provides an overview of the diversity of attitudes to risk and uncertainty. It is interesting to 
note that Middelkoop et al. (2004) note that the Dutch style of water management largely 
matches the Hierarchist management style. 

Weiss (2003, 2006) proposed a framework that links levels of evidence of risk, levels of 
intervention and attitudes to risk. When scientific uncertainty is hard to quantify, we may still 
be able to express a well-argued judgment of how convincing the evidence of risk is for 
which Weiss suggests that the standards of proof used in legal practice could offer some 
guidance (see table 3.3). 
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Table 3.3 Levels of evidence Source: Weiss (2003). 
Level Scale based on Legal Standards of 

Proof
Legal Situation where Standard of 

Proof Applies 
11 Virtually certain Exceeds criminal standard 
10 “Beyond a reasonable doubt” Criminal conviction 
9 “Clear and convincing evidence” Quasi-penal civil actions, such as 

termination of parental rights 
8 “Clear showing” Granting temporary injunction 
7 “Substantial and credible evidence” Referring evidence for impeachment 
6 “Preponderance of the evidence” Most civil cases 
5 “Clear indication” Proposed criterion for nighttime, X-Ray or 

body cavity searches 
4 “Probable cause”, “Reasonable belief” Field arrest, Search incident to arrest; 

Search warrant; Arraignment or indictment 
3 “Reasonable indication” Initiate FBI investigation or trade inquiry 
2 “Reasonable, articulable grounds for 

suspicion”
Stop and frisk for weapons 

1 “No reasonable grounds for suspicion,” 
“Inchoate hunch”, “Fanciful conjecture” 

Does not justify stop and frisk 

0 Insufficient even to support a hunch or 
conjecture

Action taken could not have resulted in the 
crime being charged 

The argument by Weiss is that in responding to risks, similar to the situation in the court, 
different levels of evidence justify different levels of policy intervention. However, the 
relation between the level of evidence and the level of intervention justified is not objective, 
but strongly depends on ones risk attitude. For that purpose, Weiss distinguishes 5 different 
attitudes to risk: the scientific absolutist, who insists on rigorous scientific proof in order to 
justify any intervention; the environmental absolutist, who is prepared to accept very 
significant costs at even the hint of an environmental danger; and the techno-optimist, the 
environmental centrist, and the cautious environmentalist, who fall between these extremes. 

Figure 3.2 sketches the relationship between level of evidence and level of intervention 
justified for different risk attitudes. Note that these curves will also depend on the perceived 
severity of the possible harm: the more severe the possible harm is perceived to be, the lower 
the level of evidence will be that is felt to be sufficient to justify a given intervention 
(compare to anti terrorism policies). 



29

Figure 3.2. Justified level of interventions (vertical axis) to address shared danger of severe 
and irreversible harm, as a function of the level of scientific evidence (horizontal axis) and 
the degree of risk aversion (numbered curves) (Weiss 2003). Curves corresponding to 
different risk attitudes are represented as follows: 

1. Environmental absolutist 
2. Cautious environmentalist 
3. Environmental centrist 
4. Technological optimist 
5. Scientific absolutist 

The cultural plurality in risk attitudes implies that the question of how society ought to deal 
with risks can only be answered in public debate – a debate in which people will necessarily 
discuss their perception of risks and risk management from different points of view and 
different conceptual and ethical frameworks (Davidson 2002), and perhaps also from 
different epistemological stances as we will further discuss and explore in the following 
sections.

3.2 Precautionary principle versus Prevention principle 
The early stages of national and international policies on environmental risks can be 
characterized by a curative model towards our natural environment: With increased 
environmental impacts of growing populations and industrialization, the environment was no 
longer able to cure itself; it had to be helped in repairing the damage inflicted upon it by 
human activities. For reasons of equity and feasibility, governments sought to apportion the 
economic costs of such intervention by requiring polluters to pay the cost of pollution. It soon 
became apparent, however, that this Polluter Pays Principle was practicable only if 
accompanied by a preventive policy, intended to limit damage to what could be repaired or 
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compensated for. This 'prevention is better than cure' model marks the second stage of 
governmental action for environmental protection. This stage was characterized by the idea 
that science can reliably assess and quantify risks and uncertainties, and the Prevention 
Principle could be used to eliminate or diminish further damage (de Sadeleer 2002).  

The emergence of increasingly unpredictable, uncertain, and unquantifiable but possibly 
catastrophic risks such as those associated with genetically modified organisms, has 
confronted societies with the need to develop a third, anticipatory model to protect humans 
and the environment against uncertain risks of human action: the Precautionary Principle 
(PP). The emergence of the PP has marked a shift from post-damage control (civil liability as 
a curative tool) to the level of a pre-damage control (anticipatory measures) of risks (de 
Sadeleer 2002).

The Precautionary Principle (hereafter: PP) is a strategy to cope with deep uncertainties in the 
assessment and management of risks. Precaution means taking action to protect human health 
and the environment against possible danger of severe damage even while the scientific 
evidence of danger is uncertain and inconclusive. Over the past two decades, the PP has been 
endorsed in more than 60 international agreements related to environmental protection, 
including the UN Framework Convention on Climate Change.  

Despite divergence in the wording of the various formulations of the PP in the literature, 
there is congruence regarding key elements. Also, in debates about the PP broadly shared 
insights have emerged (UNESCO 2005).  

The main common elements and points of convergence are: 
The PP applies when there exist considerable scientific uncertainties about causality, 
magnitude, probability, and nature of harm; 
Some form of scientific analysis is mandatory; a mere fantasy or crude speculation is 
not enough to trigger the PP. Grounds for concern that can trigger the PP are limited 
to those concerns that are plausible or scientifically tenable. Scientific and technical 
evidence and analysis is seen as a necessary, rather than a sufficient, basis for 
effective policy choices.
Because the PP deals with risks with poorly known outcomes and poorly known 
probability, the unquantified possibility is sufficient to trigger the consideration of the 
PP.;
Application of the PP is limited to those hazards that, though uncertain, are 
unacceptable. What is considered unacceptable is dependent on societal values.  Some 
definitions emphasize the impact on future generations, or the environment, while 
others suggest that impacts must be irreversible before the PP can be invoked.; 
Interventions are required before possible harm occurs, or before certainty about such 
harm can be achieved; 
Interventions should be proportional to whatever level of protection one aims at and 
the magnitude of the possible harm. Some definitions call for 'cost-effective 
measures', while others speak only of prevention of environmental damage. Costs are 
only one consideration in assessing proportionality.
There is a repertoire of interventions available:

o measures that constrain the possibility of the harm;  
o measures that contain the harm, that is limit the scope of the harm and increase 

the controllability of the harm, should it occur, this implies that not only 
mitigation but also adaptation measures can be precautionary interventions; 
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There is a need for ongoing systematic empirical search for more evidence and better 
understanding (long-term monitoring and learning) in order to realize any potential 
for moving a situation beyond the PP towards more traditional risk management. 

These common elements are taken on board by the new working definition of the PP as 
proposed and endorsed by UNESCO (see box 3.1). 

Box 3.1: The definition of the Precautionary Principle, as endorsed by COMEST15 of 
UNESCO (2005). 

When human activities may lead to morally unacceptable harm that is scientifically plausible 
but uncertain, actions shall be taken to avoid or diminish that harm. 

Morally unacceptable harm refers to harm to humans or the environment that is 
threatening to human life or health, or 
serious and effectively irreversible, or 
inequitable to present or future generations, or 
imposed without adequate consideration of the human rights of those affected. 

The judgment of plausibility should be grounded in scientific analysis. Analysis should be 
ongoing so that chosen actions are subject to review.

Uncertainty may apply to, but need not be limited to, causality or the bounds of the possible 
harm.  

Actions are interventions that are undertaken before harm occurs that seek to avoid or 
diminish the harm. Actions should be chosen that are proportional to the seriousness of the 
potential harm, with consideration of their positive and negative consequences, and with an 
assessment of the moral implications of both action and inaction. The choice of action should 
be the result of a participatory process. 

It emerges that the PP is not based on 'zero risks' but aims to achieve lower or more 
acceptable risks or hazards. We see this reflected in a shift in parlance from “flood defence” 
to “flood risk management”. It is not based on anxiety or emotion, but is a rational decision 
heuristic, based in ethics, that aims to use the best of the 'systems sciences' of complex 
processes to make wiser decisions. Finally, like any other principle, the PP in itself is not a 
decision algorithm and thus cannot guarantee consistency between application of the PP to 
different risks. Just as in legal court cases, each case will be somewhat different, having its 
own facts, uncertainties, circumstances, and decision-makers, and the element of judgment 
cannot be totally eliminated. 

The UNESCO definition provides a new footing for the PP. By choosing the terms 
“scientifically plausible but uncertain” instead of “lack of scientific certainty” (as in the 
widely cited definition from the Rio declaration on environment and development in 1992) 
the new version of the PP avoids allusions to quantifiable risks. Whenever there is credible 
ground for quantifying uncertainty, the prevention principle applies instead. In that case, risks 
can be managed by agreeing on an acceptable risk level for the potentially harmful activities 
or events, and taking measures to keep the risk below the accepted maximum standard.  

15 World Commission on the Ethics of Scientific Knowledge and Technology (COMEST). 
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Furthermore, the new definition recognizes the essential role of science in the judgement of 
plausibility of harm and understanding possible threats, uncertainties and ignorance. The PP 
does only make sense on the basis of the scientifically tenable grounds for concern, not of 
absence of certainty. The PP thus requires a science that systematically addresses uncertainty 
and complexity in the assessment of risks. Uncertainties, assumptions, and limits to 
knowledge in risk assessment need to be made explicit and communicated clearly to the 
various actors involved in the discourses on the management of these risks (UNESCO 2005). 

Finally, the new definition allows for a wide range of precautionary actions, provided they 
appear effective in order to either avoid or diminish the possible harm. This answers the 
criticism that the PP is too narrow a tool for innovation policy as long as it only provides the 
go or no-go options. Also it implies that the PP is relevant to adaptation decision making, 
because adaptation policies can diminish and constrain possible harm. 
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3.3 Top-down approaches  

Proponents of the predictive approach will argue that the reason for quantifying risk is to 
make coherent risk management decisions under uncertainties and within resource constraints 
(see, e.g., Paté-Cornell 1996). This type of information would allow decision-makers to 
hedge the risk of climate change by balancing the risks of waiting against premature action. 
Some communities – for example water resource managers and engineers – who are 
comfortable using uncertain information actually demand proper quantification of 
uncertainties in climate change projections (Hickox and Nichols 2003). Turnpenny et al. 
(2004) reported that various users of climate information would like a better treatment of 
information, e.g., one of the users said “we want a probabilistic understanding of future 
changes to inform business decisions”. The following sub-sections elaborate on various 
prediction oriented approaches that exist in the literature.  

3.3.1 The IPCC approach 

One of the earliest guidelines for impact and adaptation assessment was developed by the 
IPCC in the early 1990s (Carter et al. 1994, Parry and Carter 1998). This approach followed 
seven steps, which included: 

1. define problem (including study area, its sectors, etc.); 
2. select method of assessment most appropriate to the problems; 
3. test methods/conduct sensitivity analysis; 
4. select and apply climate change scenarios; 
5. assess biophysical and socio-economic impacts; 
6. assess autonomous adjustments; 
7. evaluate adaptation strategies. 

This approach relies heavily on uncertain information by using climate change scenarios (step 
4) as this is the main driver of the impacts (step 5), from which adaptation strategies are 
devised in the last step. This framework was later expanded to include socio-economic 
scenarios (Feenstra et al. 1998), another major uncertainty that is relevant in the context of 
adaptation. Because this approach is scenario driven, further guidance was provided on the 
use of scenario data (both climate and non-climate scenarios) in climate impact and 
adaptation assessments (IPCC-TGCIA 1999) and, more recently, on the use of climate 
scenarios developed from regional climate model experiments (Mearns et al. 2003) and 
statistical downscaling (Wilby et al. 2004). This framework proposes a significant role for 
uncertain climate information in informing adaptation planning. 

3.3.2 Risk approaches 

One broad definition of risk assessment is the process of identifying, evaluating, selecting, 
and implementing actions to reduce risk to human health and to ecosystems (USPCC RARM 
as cited inJones 2001). Each community of practitioners has adopted a different definition. 
For example, the disaster risk management community defines risk assessment as the analysis 
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of potential hazards and the evaluation of existing conditions of vulnerability that could pose 
a potential threat to people, property, livelihoods and the environment. Central to risk 
assessment is the management of uncertainties, which allows the risk (i.e., in its simplest 
form probability times consequence) of something to be determined. Risk assessment and 
risk management have been widely applied to a number of environmental problems, but only 
very recently to climate change. Reasons for this include the high level of uncertainty 
associated with climate change projections, the global nature of the problem, the difficulty (or 
impossibility) of attaching probabilities to different world development paths (Dessai and 
Hulme 2004), and the difficulty of valuing impacts and costing mitigation/adaptation policies.
Jones (2001) developed an environmental risk assessment/risk management framework to 
assess the impacts of climate change on individual exposure units identified by stakeholders 
as potentially vulnerable to climate change. This work was based on the IPCC approach 
(Carter et al. 1994), but it incorporated features of risk assessment frameworks. While the 
framework is conceptually simple, Jones acknowledges that it is difficult to implement due to 
the complexity of climate change. The climate impact risk assessment proposed by Jones 
(2001) also has seven steps: 

1. identify the key climatic variables affecting the exposure units being assessed; 
2. create scenarios and/or projected ranges for key climatic variables; 
3. carry out a sensitivity analysis to assess the relationship between climate change and 
impacts; 
4. identify the impact thresholds to be analysed for risk with stakeholders; 
5. carry out risk analysis; 
6. evaluate risk and identify feedbacks likely to result in autonomous adaptations; 
7. consult with stakeholders, analyse proposed adaptations and recommend planned 
adaptation options. 

Like the IPCC approach, uncertainty is taken into account using climate scenarios (step 2), 
but this particular risk approach is not totally scenario driven. It is more dependent on 
stakeholder involvement and their definition of critical impact thresholds. The analysis phase 
of the framework involves the linking of key climatic variables with impact thresholds. The 
conditional probabilities of exceeding those thresholds are then assessed within the context of 
projected ranges for key climatic variables under climate change (Jones 2001). Another 
example of using thresholds can be found in New et al. (2007). The United Kingdom’s 
Climate Impact Programme published a guidance report that helps decision-makers take 
account of the risk and uncertainty associated with climate variability and change and 
identify ‘‘good adaptation options’’ (Willows and Connell 2003). This generic framework is 
focused on institutional decision making. It is composed of eight stages (Figure 3.3) 

Unlike the previous examples, this framework does not have uncertain climate information as 
a specific stage of the framework. Instead, a number of tools and techniques are suggested for 
stage 3 (risk assessment); see Table 3.4. They recommend that the decision-maker adopts a 
different level of analysis (tier) depending on: the level of decision; the level of 
understanding she/he has about how climate change will affect her/his decision; and whether 
she/he is making a climate adaptation decision or a climate influenced decision. Tier 1 would 
focus on risk screening, tier 2 on qualitative and generic quantitative risk assessment, and tier 
3 on specific quantitative risk assessment. The higher the tier the more quantification of 
uncertainty will be required.



35

Figure 3.3 UKCIP’s risk, uncertainty and decision making framework (Willows and Connell 
2003).

Table 3.4 Tools and techniques for Stage 3 (risk assessment) (Willows and Connell 2003). 
Risk screening (Tier 1) Qualitative and quantitative risk 

assessment (Tier 2 and 3) 
Checklists Uncertainty Radial 
Brainstorming Fault/Event Trees 
Problem Mapping Tools Decision and Probability Trees 
Process Influence Diagrams Expert Judgement and Elicitation 
Consultation Exercises Scenario Analysis 
Fault/Event Trees Climate Change Scenarios 
Expert Judgement and Elicitation Cross-Impact Analysis 
Scenario Analysis Monte Carlo Techniques 
Climate Change Scenarios Modelling Tools: Process Response Models 

Statistical Models 
Cross-Impact Analysis Development and use of Specific 

Sophisticated Modelling Tools 
Deliberate Imprecision Climate Typing 
Pedigree Analysis Downscaling 
 Bayesian Methods 
 Markov Chain Modelling 
 Interval Analysis 

There are also a range of tools and techniques to identify (Stage 4) and appraise (Stage 5) 
options. Options appraisal (stage 3) is closely linked with risk assessment (stage 3) because 
they relate to how much adaptation is necessary and when, which depends on changes in the 
probability and magnitude of the significant climate variables identified by the risk 
assessment (Willows and Connell 2003). A tiered approach is also recommended for the 
options appraisal stage, which should start with the application of qualitative assessment tools 
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(tier 1), followed by semi-quantitative analysis (tier 2) or more fully quantitative analysis if 
warranted by the importance of the decision. Table 3.5 provides some examples of tools and 
techniques to appraise options.

Table 3.5 Tools and techniques to appraise options.

Tools and techniques 
Consultation Exercises 
Focus Groups 
Ranking/Dominance Analysis 
Screening
Scenario Analysis 
Cross-Impact Analysis 
Pairwise Comparison 
Sieve Mapping 
Maximax, Maximin, Minimax, Regret 
Expected Value 
Cost-Effectiveness Analysis 
Cost-Benefit Analysis 
Decision Analysis 
Bayesian Methods 
Decision Conferencing 
Discounting
Environmental Impact Assessment/Strategic 
Environmental Assessment 
Multi-Criteria Analysis (Scoring and Weighting) 
Risk-Risk Analysis 
Contingent Valuation 

Revealed performance 
Stated performance 

Fixed Rule-based Fuzzy Logic 
Financial Analysis 
Partial Cost-benefit Analysis 
Preference Scales 
Free-form Gaming 
Policy Exercise 

Australia developed its own climate change risk management framework that is based on the 
Australian and New Zealand Standard AS/NZS 4360 Risk Management (BJI and MJA 2006). 
The guide is mostly focused on an initial assessment, which is accompanied by a set of 
standard climate change scenarios developed by CSIRO (Hennessy et al. 2006). The initial 
assessment is centred on a workshop process that is designed to identify, analyse and evaluate 
risks (new or pre-existing) so that the highest priority issues can be addressed with an 
appropriate level of efforts and urgency. The report provides examples of success criteria of 
different stakeholders (Table 3.6), which shows the necessity of reaching multiple objectives 
when dealing with adaptation to climate change.  
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Table 3.6 Examples of different success criteria for a range of stakeholders (BJI and MJA 
2006).
Success criteria for a local 
authority:

Success criteria for a public 
utility:

Success criteria for a 
business:

Maintain public safety Maintain service quality Build shareholder value 
Protect and enhance the local 
economy 

Ensure reliable service 
delivery

Achieve planned growth 

Protect existing community 
structures and the lifestyle 
enjoyed by the people of the 
region

Manage interaction with 
other providers to achieve 
cost-effective operation 

Protect the supply chain 

Sustain and enhance the 
physical and natural 
environment 

Ensure that community and 
regulatory standards of 
administration are met 

Maintain required human 
resources

Ensure sound public 
administration and 
governance

Maintain and strengthen 
community confidence in the 
organisation

Ensure regulatory and 
legislative compliance 

Both the Australian and the UK risk frameworks recommend adaptive (or flexible) 
management as a strategy for dealing with climate change uncertainties. Adaptive 
management is the process of putting in place small, flexible, incremental changes based on 
regular monitoring and revision of plans using information available at the time, rather than 
relying on one-off, large-scale treatments (BJI and MJA 2006). This involves doing what is 
needed and makes sense now to address obvious risks and delaying those for which current 
understanding of the associated risks are less certain yet are tolerable (UKCIP 2006). 
Adaptive management leaves scope for decisions to be reviewed, and further decisions 
implemented at a series of later dates, as improved information becomes available on the 
nature of the present day and future climate risk (Willows and Connell 2003). In our opinion, 
however, sectors where adaptation actions take time to be implemented (e.g., building a new 
reservoir for water storage) and where low or no regret measures are unavailable, adaptive 
management is probably of little use. Some would argue based on experience that this is not 
necessarily true. Although adaptive management in the context of a single adaptive measure 
may have limited value, in the broader sense where adaptation is seen as an investment and 
continuing process comprised of a suite of measures and includes the possibility that any one 
or number of these can be introduced over a period of time, adaptive management may be 
worth considering, especially when focused on demand management. 

3.4 Bottom-up approaches

3.4.1 Engineering Safety Margin 
In the design of dikes, it is common practice to apply an engineering safety margin 
("waakhoogte", in Dutch) on top of the design flood level in order to compensate for
physical processes that have not been allowed for in the design water level, such as 
overtopping by waves, and for uncertainty in the prediction of design flood levels, such as 
accuracy in the flood estimation, accuracy of conveyance modelling, etc. (Figure 3.4) This is 
also known as conservative design. In the Netherlands this safety margin is typically a 
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minimum of 50 centimeter. The freeboard (the area of the dike between the design flood level 
and the top of the dike) uses an extra margin ("overhoogte" in Dutch) on top of that, to 
account for settlement and shrinkage during the design period of the dike. If for instance a 
dike is expected to settle 1 cm per year and it is designed for 50 year, the over-height would 
amount to an additional 50 cm on top of the safety margin. 

Figure 3.4 Engineering Safety Margin for a dike 

The present safety margins mainly account for statistical uncertainty and unrecognized 
ignorance. Scenario uncertainty is accounted for in the design flood levels itself, not in the 
safety margin on top of that. A safety margin based on observed variability does not seem to 
be a good way to cope with recognized ignorance such as unknown probability high impact 
events and possible surprises like the possibility of accelerated sea level rise from the 
Greenland ice sheet and West Antartica.  

These considerations add to the need to map the unknowns. This also brings to the forefront 
the concern that experience may no longer be a valid base for decisions, especially when 
changes go beyond the natural variability, as we know it from past experience. Most 
practitioners recognise the fallacy of arbitrarily set safety margins based on past experience. 
The use of Engineering Safety Margins is now rather out-dated. Dike design in the 
Netherlands has for some time been based upon reliability analysis rather than safety margins 
(CUR/TAW 1990). 

3.4.2 Anticipating design 
An innovative way to take uncertainty of the type "recognized ignorance" into account in the 
design of dikes is anticipating design. If we have the 'surprise free' KNMI or IPCC scenario's 
to choose the design flood level, but we also want to anticipate the possibility of a substantial 
higher sea level rise such as the upper boundary of sea level rise indicated in the Nederland 
Later study of 1.5 meter per century, this uncertainty can be included in the design by 
building a foundation for the dike strong enough to carry a dike for a design flood level 
corresponding to that upper boundary, but dimensioning the dike itself using the design flood 
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level derived from the KNMI scenario's. This provides the flexibility to construct a higher 
dike later with lower costs, if ongoing research and monitoring indicate that such is needed. 
This is sketched in figure 3.5. Flexible designs use a lot of land, and in many countries this 
would be perceived as an unacceptable underutilization of the opportunities of the reserved 
land. This can be managed by allowing other land uses there but favouring those land uses 
that can easily be moved later when more space is needed for the dike and land use 
investments that have a rapid depreciation time, thus decreasing the response time to future 
signals that a higher dike may be necessary.  

Figure 3.5 Flexible design, anticipating imaginable surprises 

The idea of anticipating design is not restricted to dikes but can be used in all adaptation 
areas. It can also be seen as a form of hedging or flexing. 

3.4.3 Resilience 
If uncertainties regarding climate impacts are so big that science is unable to provide any 
reliably estimates, one might still have enough knowledge to strengthen the general resilience 
of the impacted system.16 Resilience is defined as the capacity of a system to tolerate 
disturbance without collapsing into a qualitatively different, usually undesired, state. 
For instance, a resilient water system can withstand shocks and extreme runoff events and 
restore its normal equilibrium after the shock. Resilience in social systems includes the 
capacity of humans to anticipate and plan for the future, and to adapt to inevitable 
unanticipated conditions. (www.resalliance.org) These systems are coupled, so ultimately, 
what counts is the resilience of the total system (including, social, natural, physical 
subsystems, etc).  
Resilience has three characteristics (www.resalliance.org): 
(1) the amount of change the system can undergo and still retain the same controls on 
function and structure (including the capacity to recover from shocks rather than collapse); 
(2) the degree to which the system is capable of self-organization,  
(3) the ability to build and increase the capacity for learning and adaptation.  

Six general principles of resilience have been formulated (Watt and Craig 1986, Barnett 
2001):

16 In the case of climate change, there is also the need for the total system to be able to take advantage of 
opportunities and maximise their uptake as part of a move to a more desirable state. 
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Homeostasis (multiple feedback loops stabilize the system); 
Omnivory (external shock mitigated by diversification of resources and means); 
High flux (a fast rate of movement of resources through the system ensures fast 
mobilisation of these resources to cope with perturbation); 
Flatness (hierarchical level relative to base should not be top-heavy, overly 
hierarchical systems are less flexible and hence less able to cope with surprise and 
adjust behaviour); 
Buffering (systems with a capacity in excess of its need are more resilient); 
Redundancy (overlapping functions, if one fails, others can take over). 

These principles could perhaps be made operational in sets of resilience indicators by which 
we can measure how different adaptation policy options influence the overall resilience of the 
system. Further, such indicators could be used in for instance the State of Environment 
reports (Milieubalans), the Environmental Outlook, and the Sustainability Outlook, to 
monitor and explore overall trends in resilience of the Netherlands to changes in the climate. 

For various sub-systems attempts have been made to develop resilience indicators. Examples 
can be found in Adger (2000), Carpenter et al. (2001) and Villa and McLeod (2002) and De 
Bruijn (2004b, 2004a).  For the purpose of flood risk management, De Bruijn (2004a) 
proposed for instance indicators covering three aspects of resilience: amplitude, graduality 
and recovery: The amplitude covers the severity of flood impacts and can be quantified as the 
expected average damage and the expected average number of casualties per year. The 
graduality, defined as the increase of impacts with increasingly severe flood waves, shows 
the discontinuities in the discharge-damage relationship, which point at thresholds and the 
possible occurrence of disasters. The recovery rate is estimated by means of an analysis of the 
recovery capacity of the system, which is a fairly qualitative approach. With a hypothetical 
case study, De Bruijn (2004a) showed that with these indicators the resilience of different 
flood risk management systems can be assessed systematically. 

In addition to the concept of resilience, there are also benefits from designs that “fail safely” 
– in other words provision for failure is integrated within the design. 

3.4.4 Adaptive management 
Adaptive management is an iterative feedback and learning based strategy to cope with risk 
in decision making in a context of uncertainty. Developed by ecologists Holling (1978), 
Walters (1986) and others, the concept of adaptive management incorporates an explicitly 
experimental approach to learning as a way to reduce uncertainty.  The main emphasis is on 
process and continuous learning (trial and error, small step->evaluate->adjust). It seeks to 
maximise flexibility, keep many options open and avoid lock-in. This strategy is especially 
useful in small scale systems. However, there are not many successful applications of 
adaptive management in the literature (for exceptions see, for example, the ecosystem 
restoration program of the Florida Everglades or the restoration of the Upper Mississippi and 
the Missouri River systems). Gregory et al. (2006) argue that this is due to the lack of 
evaluation frameworks for adaptive management. Despite these shortcomings, other scholars 
have recently argued for the use of adaptive management for the problem of climate change 
(Arvai et al. 2006). 
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The main criticism to using this strategy to adapt to climate change is that it is likely to fail in 
case of surprises and discontinuities in system response (if past experience from which you 
learned is not a key to the future). 

Beck et al (2002) proposed a concept of adaptive community learning. It involves an 
iterative, cyclical process entailing the following elements, and largely in this sequence: (i) 
identifying stakeholder concerns for the future; (ii) developing mathematical models, as maps 
of the current science base (with all its uncertainties, knowns, partially knowns, and 
unknowns), to assist in exploring those concerns; (iii) formal, computational assessment of 
the stakeholder-generated, potential futures; (iv) communicating to stakeholders the 
plausibility or otherwise of their feared=hoped-for futures; (v) identifying the key scientific 
unknowns (critical model parameters) on which realisation of the potential future outcomes 
may crucially turn; and (vi) designing further experimental and field tests to reduce the 
uncertainty of the key unknowns, in turn to reduce the uncertainty of any forecast future 
outcomes. 

3.4.5 Human development approaches 
There is increasing recognition that climate change is as much a development problem as it is 
an environmental one, but also that climate change will have an impact on development 
efforts (see Washington et al. 2006). For this reason, Burton and van Aalst (1999) examined 
how the World Bank can integrate climate change vulnerability and adaptation into its work. 
They investigated climate change from a development perspective so their starting point is to 
assess the success of present adaptation to existing climate variability. They argue that steps 
to improve present levels and types of adaptation to reduce present vulnerability are essential 
to tackle climate change in the future. Therefore, climate scenarios play no role in this 
framework. Instead, the focus is on exposure to existing climatic hazards and on the 
determinants of adaptive capacity including: the availability of financial resources (wealth); 
the availability of technology and a trained body of persons to utilise it effectively; access to 
information; and the existence of legal, social, and organisational arrangements. Examples of 
human development adaptation solutions include poverty reduction and risk-spreading 
through income diversification (see, e.g., Kelly and Adger 2000). 

3.5 Mixed approaches and alternative approaches 

3.5.1 The Adaptation Policy Framework 

As the literature moved from impacts assessment to adaptation priorities, the need for an 
Adaptation Policy Framework (APF) emerged (Burton et al. 2002). The APF, developed by 
the United Nations Development Programme (UNDP), aims to provide guidance to 
developing countries for formulating national policy options for adaptation to climate change. 
It builds on the IPCC approach, but presupposes adaptation to short-term climate variability 
and extreme events will reduce vulnerability to longer-term climate change (UNDP, 2004). 
‘‘The essential starting point is the present’’ (Burton et al. 2002, 154pp). The APF is 
composed of five basic components, where engaging stakeholders and enhancing adaptive 
capacity are crosscutting components: 
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1. defining project scope; 
2. assessing current vulnerability; 
3. characterising future climate risks; 
4. developing an adaptation strategy; 
5. continuing the adaptation process. 

Within the third component, one of the usual outputs will be a set of future climate scenarios 
and an analysis of associated risk. Climate scenarios certainly play a role in the APF, but the 
uncertainty in predicting future climate has led the APF to anchor adaptation assessments 
firmly with an understanding of current climate risk. According to the APF, this helps to 
provide a roadmap from known territory into uncertain futures. The APF is perhaps the most 
mixed approach since it builds on the IPCC approach, it contains risk-based approaches (step 
3) and human development approaches (steps 2, 4 and 5). 

3.5.2 Robust decision making  

Robustness analysis as applied by Dessai (2005) assesses adaptation strategies against 
climate change and other uncertainties, assuming the uncertainties cannot be quantified using 
probabilities. The IPCC defines robustness as “strength; degree to which a system is not 
given to influence” (p. 894). Lempert and Schlesinger (2000) propose that society should 
seek strategies that are robust against a wide range of plausible climate change futures. For 
these authors,  robust strategies are “insensitive” in the sense that they yield satisfactory (but 
not optimal) performance to uncertainty about the future. There can be a trade-off between 
optimality and robustness. Willows and Connell (2003) define robustness analysis as follows: 

“Robustness analysis may be used to help determine the robustness of the answers within an 
options appraisal to possible uncertainties as to the values of key sensitive variables and 
parameters (as identified from the sensitivity analysis). It identifies the extent to which the 
decision-maker might be exposed to potential costs and errors if some uncertain eventualities 
regarding these parameters should arise in future. Robustness analysis is sometimes used to 
investigate the impact on the decision of a ‘reasonable’ range of input values for the key 
parameters identified by the sensitivity analysis, or a range of values that is considered 
plausible” (p. 134-135). 

In other words, robustness analysis systematically explores the uncertainty space (spanned up 
by the plausible ranges of parameters in the parameter space) to find out where in that space 
each option works or fails. A fully robust option would give satisfactory performance in the 
entire uncertainty space.  

Through sensitivity analysis (see Dessai and Hulme 2007), Dessai (2005) identified regional 
climate change response and climate change impacts as the most important climate change 
uncertainties to which water resources in the East of England were sensitive to. Dessai (2005) 
assessed whether a water company adaptation strategy (with a planning horizon until 2030) 
would be successful (in securing public water supplies at the specified levels of service) 
under a wide uncertainty range for the variables identified. Figure 3.6 shows that in areas 
above 25 Ml/d (marked in red, brown and black) the water company’s plan would be 
insufficient to cope with the uncertainties associated with the impacts of climate change. 
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However, for most of the uncertainty space sampled, the Water Resources Plan would work. 
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Figure 3.6 Additional water required (in intervals in Ml/d) in order to maintain levels of 
service by the 2030s in the East Suffolk and Essex Water Resource Zone under the water 
company’s demand projection as a function of regional climate response uncertainty 
(represented by summer precipitation change in the horizontal from a 25% increase to a 50% 
decrease) and climate impacts uncertainty (represented by hydrological modelling uncertainty 
in the vertical from -50% to 50%). 

Under this approach models are often used to characterise systems, etc, but instead of using 
them to predict, they are used to assess the robustness of decisions to various uncertainties 
and surprises. Scientists at the RAND Corporation have been developing these methods 
under the umbrella of “robust decision making” (Bankes 1993, Bankes et al. 2002, Lempert 
et al. 2002, Lempert et al. 2003, Lempert et al. 2006, Groves and Lempert 2007). They go 
beyond the robustness analysis conducted by Dessai (2005) because once vulnerabilities are 
found for a particular candidate strategy, an interactive process is conducted with decision-
makers in order to find other strategies until a robust strategy (least sensitive to uncertainties) 
is identified. Other methods such as information-gap decision theory (Ben-Haim 2006) are 
starting to be applied to climate impact related areas such as flood management (Hine and 
Hall 2006) and conservation management (Regan et al. 2005). An info-gap is the disparity 
between what is known and what needs to be known in order to make a well-founded 
decision. Info-gap decision theory is a non-probabilistic decision theory seeking to optimize 
robustness to failure, or opportunity of windfall. This differs from classical decision theory, 
which typically maximizes the expected utility.  
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4. Methods and tools to assess climate change uncertainties 
relevant for adaptation planning 

4.1 Prediction approach

Various tools and techniques have been mentioned in the previous section in the context of 
the prediction (top-down) approach. Here we elaborate on how these tools and techniques 
have been used to tackle climate change uncertainties relevant for adaptation planning. In 
order to assess what adaptation is necessary now or in anticipation of expected changes in the 
future, the prediction approach requires knowledge of the future impacts of climate change 
and therefore knowledge of how the climate will change. Figures 4.1 shows the cascade of 
uncertainties involved in climate change prediction and impact assessment. Accumulation of 
uncertainty from each step going from emission scenarios, to carbon cycle response, to global 
climate response, to regional climate scenarios to produce a range of possible local impacts 
involves what one might call an “uncertainty explosion” (IPCC 2001a).

Figure 4.1 Cascade of uncertainties in climate change prediction. The dashed line 
encompasses the climate simulation segment of the cascade (from Giorgi 2005). 

Given that the issues mentioned above are the major uncertainties in impact assessments, we 
next review the literature in each of these areas elaborating on the methods and tools used to 
deal with uncertainty.17

17 The authors are unaware of any studies that have tackled all these uncertainties consistently in the context of 
adaptation. 
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4.1.1 Greenhouse gas emissions 

The uncertainty associated with future greenhouse gas (GHG) emissions has often been 
characterised using scenarios (e.g., IPCC 1992, Nakicenovic et al. 2000). Dessai and Hulme 
(2004) have argued that this has been the case and should continue to be the case because of 
the presence of what they call ‘human reflexive uncertainty’. Emissions of GHGs due to the 
burning of fossil fuel and deforestation depend on humans. Reflexive uncertainty only applies 
to human systems because natural systems are not reflexive to information about the future 
(predictions). The fact that humans are part of the system being researched in the case of the 
climate change problem therefore makes the uncertainty irreducible in the context of 
prediction; it makes all probabilities ‘provisional’ because the outcome of the assessment will 
influence human choice and therewith the main driver of what was assessed. According to 
Slaughter (1994) predictions (with explicit or implicit probability evaluations) are of limited 
use in the context of social systems where qualitative phenomena relating to human choice 
are dominant.  

Nevertheless, uncertainty in certain key drivers of greenhouse gas emissions have been 
explored in probabilistic terms, namely population growth (Lutz et al. 1997, 2001) and 
technological change (Gritsevskyi and Nakicenovic 2000). However, rarely have these been 
combined to produce probabilistic greenhouse gas emissions, mainly because the probability 
distribution functions (pdfs) for a number of key drivers (e.g., per capita income, hydrocarbon 
resource use and land-use change) are unavailable/unknown and the interconnection between 
drivers is complex. One exception is a study that developed a consistent set of emissions 
scenarios with known probabilities based on a computable general equilibrium model of the 
world economy (Webster et al. 2002). They performed a sensitivity analysis to identify the 
most important parameters, whose uncertain pdfs were constructed through expert elicitation 
(by five in-house economists) and drawing from the literature. The uncertainty of the eight 
independent sets of input parameters (e.g., labour productivity growth, autonomous energy 
efficiency improvement rate, and several sources of GHGs) was propagated into the model. 
Through a Monte Carlo simulation, pdfs of GHG emissions for each time period were 
produced. Figure 4.2 shows probabilistic estimates of carbon dioxide and methane emissions 
using this method. Webster et al. (2002) note that in 2100 the CO2 emissions from the SRES 
scenarios (5-30 GtC)18 spread much of the 95% range (7-39 GtC), but they argue that SRES 
has a lower bias among its scenarios, because four of the six SRES scenarios are below the 
median emissions (20 GtC). Since the SRES exercise uses scenarios (no associated 
probability) and the Webster study uses probabilities their comparison is unfair. If well 
constructed, we expect a set of scenarios to have a reasonable coverage of the possibility 
space.

18 This range is actually wider if all 40 scenarios in the six scenario groups is considered (3-37 GtC). 
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Figure 4.2 Emissions of carbon dioxide (a) and methane (b) from 1990-2100. The solid lines 
show the mean emissions based on 10,000 runs, long dashed lines show 67%, short dashed 

lines show 95% probability bounds, and dotted lines show the emissions from the six 
representative SRES scenarios (Webster et al. 2002). 

The major caveat of the Webster et al. (2002) study is the lack of information regarding the 
expert elicitation, which makes the exercise very opaque.

An earlier study performed something rather similar to this, but went beyond it by 
constraining the global energy model according to observations of energy consumption and 
carbon emissions through a Bayesian technique (Tsang and Dowlatabadi 1995). Another 
recent study estimated global CO2 emissions until 2100, using a Monte Carlo method that 
draws on pdfs based on historic data (calculate using regression analysis) or expert 
assessments (Leggett et al. 2003). From 2500 runs, Leggett et al. (2003) concluded that it is 
highly unlikely that CO2 emissions would more than triple over this century, with 95% 
probability bounds that ranged from 10-20 Gigatonnes of carbon (GtC) with a median of 14.1 
GtC. Webster et al. (2002) performed a Monte Carlo simulation with 10,000 runs, where 5-
95% of the results stayed in the range 7-39 GtC, with a median of 20 GtC. Interestingly, 
neither of these studies span the whole IPCC SRES range (3.3-36.8 GtC) at the 95% 
confidence level. 

A few recent studies have started examining the uncertainty associated with key drives of 
greenhouse gas emissions within scenarios, thus creating probabilistic estimates of GHG 
emissions conditional on storylines. O'Neill (2004) developed probabilistic projections of 
population conditional on the storylines used in the SRES scenarios. Through simple linear 
scaling (with per capita emissions rates derived from the SRES scenarios), O’Neill (2004) 
developed conditional probabilistic emissions scenarios, using the IPCC SRES scenarios as a 
basis. He found a much wider range of uncertainty in emissions compared with the original 
SRES scenarios: for example, his 95% uncertainty interval was 14-32 GtC/yr by 2100 
compared to the much smaller range of 28-33 GtC/yr for the SRES A2 scenarios. van Vuuren 
et al. (2007) have conducted a similar study using an energy model (TIMER) to combine the 
scenario approach with formal uncertainty analysis. They sampled uncertainties on 26 input 
parameters on the basis of a sensitivity analysis performed on the model (see van der Sluijs et 
al. 2005b). The Latin Hypercube Sampling technique was used to estimate CO2 emissions 
based on 750 runs for each SRES scenario. Figure 4.3 shows the results for annual global 
carbon emissions, which have a wide range in 2100 from 4 to 40 GtC.  



47

Figure 4.3 Carbon dioxide emissions from 1970-2100 using the SRES scenario storylines and 
uncertainty quantification. In red is the A1 scenario, in pink the A2, in green the B1 and in 

blue the B2 (van Vuuren et al. 2007). 

van Vuuren et al. (2007) conclude that conditional probabilistic scenario analysis can be used 
as a way to introduce statistical methods of uncertainty analysis, while recognising deep 
uncertainties. It bridges the gap between scenario approaches and probabilistic approaches. 
Van Vuuren et al. (2007) note that the probabilistic approach operates from the positivist 
engineering/control paradigm, whereas the scenario approach positions itself more in a 
constructivist social science tradition.  

Another method that has tried to bridge the scenario probability gap is the imprecise 
probability approach. Fuzzy set theory deals with the inherent vagueness in linguistic 
statements. Hall et al. (2007) applied fuzzy set theory to deal with SRES emission scenarios. 
They also proposed a non-probabilistic approach to dealing with the problem of aggregating 
different emissions scenarios. Imprecise probability theory can be thought of as a 
generalisation of probability and fuzzy sets and has been used to deal with climate model 
uncertainties whilst avoiding the strong assumptions of recent probabilistic interpretations of 
ensemble experiments (Ha Duong 2003, Kriegler and Held 2005, Hall et al. 2007).

Van der Sluijs et al. (2002, 2005b) applied the NUSAP method (Numeral Unit Spread 
Assessment Pedigree, an analytical and notational system to qualify quantitative information 
proposed by Funtowicz and Ravetz, 1990) to the TIMER B1 emission scenario. The NUSAP 
system for multidimensional uncertainty assessment (Funtowicz and Ravetz 1990, van der 
Sluijs et al. 2005a) aims to provide an analysis and diagnosis of uncertainty in science for 
policy. The basic idea is to qualify quantities by using the five qualifiers of the NUSAP 
acronym: numeral, unit, spread, assessment, and pedigree. NUSAP complements quantitative 
analysis (numeral, unit, spread) with expert judgement of reliability (assessment) and 
systematic multi-criteria evaluation of the different phases of production of a given 
knowledge base (pedigree). Pedigree criteria can be: proxy representation, empirical basis, 
methodological rigor, theoretical understanding, and degree of validation. In the application 
to the TIMER model and its B1 scenario, a global sensitivty analysis was combined with a 
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systematic pedigree analysis of the 40 (out of 300) most sensitive model parameters. The 
pedigree analysis was done interactively in a workshop involving 18 experts. This has been 
the first test of NUSAP on a model of such complexity, and the authors show that the method 
can be usefully applied to such models. A discussion of methods to ensure the pedigree of 
complex decision processes is provided by Davis and Hall (2003). 

In terms of adaptation planning and to our knowledge, no studies have moved beyond using 
scenarios to quantify uncertainties in greenhouse gas emissions. However, it can be argued 
that emission uncertainty only matters for adaptation decisions where a timescale beyond mid 
century is relevant. 

4.1.2 Global climate change 

Most of the work on quantifying uncertainties has been performed at the global climate 
system level, particularly looking at key uncertain parameters such as climate sensitivity, heat 
uptake by the oceans or aerosol forcing. This has been done using a variety of methods such 
as expert elicitation and various uncertainty analysis techniques using the entire hierarchy of 
climate models from simple to intermediate complexity to coupled atmosphere/ocean general 
circulation models (AOGCMs).

One of the earliest studies that explored the uncertainty of key climate variables was that of 
Morgan and Keith (1995), who interviewed a number of US climate experts to elicit 
subjective PDFs of climate sensitivity. Their results showed a diversity of expert opinion, 
which led them to conclude that the overall uncertainty of climate change is not likely to be 
reduced dramatically in the next few decades (a prediction so far borne out).19 Using a 
number of different methods researchers have run their previously deterministic climate 
models in a probabilistic manner (Zapert et al. 1998, Visser et al. 2000, Webster and Sokolov 
2000, Dessai and Hulme 2001, Wigley and Raper 2001). It is important to note that within 
this approach the output likelihood is dependent on the subjective prior PDFs attached to 
uncertain model parameters (these are mostly based on expert judgement). Likelihoods also 
depend on the ability of the Energy Balance Models to emulate the global mean temperature 
series of GCMs.

Another strand of research that complements earlier efforts and attempts to reduce 
uncertainty is the method of constraining certain climate parameters, in particular climate 
sensitivity, by using recent observed changes in the climate system (Tol and de Vos 1998, 
Allen et al. 2000, Forest et al. 2000, Andronova and Schlesinger 2001, Forest et al. 2001, 
Forest et al. 2002, Gregory et al. 2002, Knutti et al. 2002, Stott and Kettleborough 2002, 
Jones et al. 2003a, Knutti et al. 2003, Frame et al. 2005, Forest et al. 2006). This is essentially 
a Bayesian approach that will prove most useful as more observed data are gathered in the 
future. Paleoclimate data have also been used to constrain climate sensitivity (Annan et al. 
2005, Hegerl et al. 2006, Schneider von Deimling et al. 2006). Uncertainties in climate 
change detection and attribution have also been articulated and quantified using a formal 
probabilistic protocol (Risbey et al. 2000, Risbey and Kandlikar 2002). 

Uncertainty in General Circulation Models (GCMs) has been mainly explored through means 
of intercomparison and validation statistics between model results and observed climatology 

19 This expert elicitation will be repeated soon.  
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(Lambert and Boer 2001). There are also a few examples of evaluating GCM output with 
impact models (Williams et al. 1998). However, with computational power on the increase 
there are a few studies that have started to run large ensembles of GCMs in order to quantify 
uncertainty in the climate response (Murphy et al. 2004, Stainforth et al. 2005). Murphy et al.
(2004) performed a local sensitivity analysis for a selection of parameters of the HadAM3 
climate model (an atmospheric general circulation model coupled to a ‘slab’ ocean) to 
generate a PDF for climate sensitivity. Parameter selection and the range over which 
parameters were varied was based on expert elicitation.20 In constructing the climate 
sensitivity PDF, a “climate prediction index” that weights ensemble members according to 
degree of correspondence with observations was applied. Their 95% confidence range for 
climate sensitivity was 2.4-5.4ºC. The Stainforth et al. (2005) study uses the same model but 
runs many more simulations (over two thousand) and does not attempt to constrain the 
results.21 They found climate sensitivities that ranged from less than 2ºC to more than 11ºC. 

Figure 4.4 shows PDFs of climate sensitivity as constrained by past historical transient 
evolution of surface temperature, upper air temperature, ocean temperature, estimates of the 
radiative forcing, satellite date, proxy data over the last millennium or a subset thereof (panel 
a and b). There is agreement in the lower bound that climate sensitivity is very unlikely 
below 1.5ºC; there is less agreement in the upper bound because of a nonlinear relationship 
between climate sensitivity and the feedbacks such as enhanced release of terrestrial carbon 
due to rising soil temperatures, and is further hampered by limited length of the observational 
record and uncertainties in the observations, which are particularly large for ocean heat 
uptake and for the magnitude of the aerosol radiative forcing (Meehl et al. 2007).

20 To the knowledge of the authors no formal protocol of elicitation (as in Morgan and Keith 1995, Risbey et al. 
2000) was followed to, for example, ‘de-bias’ experts, etc.  
21 But that is on-going work. 
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Figure 4.4 a) PDF or frequency distributions constrained by the transient evolution of the 
atmospheric temperature, radiative forcing and ocean heat uptake, b) as in panel a) but 5–
95% ranges, medians (circles) and maximum probabilities (triangles), c/d) same but using 
constraints from present-day climatology, e/f) unweighted or fitted distributions from 
different models or from perturbing parameters in a single model (Meehl et al. 2007). 

Missing or inadequately parameterised processes in climate models (e.g., atmospheric 
chemistry or land use) remain a difficult uncertainty to tackle as it is not clear how it could 
broaden the current simulated range of future changes (Meehl et al. 2007). The IPCC noted 
that different methods show consistency in some aspects of their results, but differ 
significantly in others. They could not recommend a preferred method yet for characterising 
uncertainty in climate models, but they emphasised that assumptions and limitations 
underlying the various approaches, and the sensitivity of the results to them, should be 
communicated to users (Meehl et al. 2007). 
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4.1.3 Global climate change impacts 

Quantification of uncertainty has been carried out for global climate change impacts such as 
sea level rise (Patwardhan and Small 1992, Titus and Narayanan 1996), the collapse of the 
West Antarctic Ice Sheet (Vaughan and Spouge 2002), the global carbon cycle (Craig and 
Holmen 1995, Shackley et al. 1998, Jones et al. 2003b), global economic impact (Nordhaus 
1994), and the overturning of the thermohaline circulation (Mastrandrea and Schneider 2001, 
Vellinga and Wood 2002, Zickfeld et al. 2007)22. These approaches have relied heavily on 
expert judgement techniques because of the difficulty in quantifying low probability/high 
impact events. Figure 4.5 shows the result of an expert elicitation exercise that assessed the 
contribution of West Antarctic Ice Sheet to global sea level rise based on the Delphic 
technique. It shows that there is disagreement between experts, which leads to large 
uncertainties in the estimation of global sea level rise from West Antarctic Ice Sheet. 

Figure 4.5 The combined predictions (based on a Delphic panel of 11 experts) of the likely 
contribution to sea level rise from the West Antarctic Ice Sheet. The upper and lower bounds 
bracket the 90% confidence estimate (Vaughan and Spouge 2002). 

There are numerous other studies that deal with global impacts such as the large-scale 
eradication of coral reef systems, biome migration or changes in ENSO, but few have 
represented uncertainty explicitly through probabilities. For example, Scholze et al. (2006) 
quantified the risks of changes in key ecosystem processes on a global scale, over the 21st 
century, by grouping 16 GCM runs into three sets of model runs. Another approach is to 
tabulate impacts associated with progressively higher global mean/ regional temperatures as 
in Warren et al. (2006). Often, analysis of global impacts of climate change are conducted 
using integrated assessment models using damage functions for various impacted sectors 
(Hitz and Smith 2004). Few analysis have included uncertain damage functions (for an 
exception see Roughgarden and Schneider 1999). Due to the high level of aggregation of 

22 Mastrandrea and Schneider (2001) and Vellinga and Wood (2002) do not estimate likelihood, but explore a 
‘forced’ temporary collapse. 
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climate impacts (spatially and temporally) in integrated assessment models (in the order of 
hundreds of kilometres) these analyses are rarely useful to local or regional decision-makers 
needing to take decisions on adaptation to climate change.  

The IPCC has recently assessed “key” vulnerabilities to climate change on the basis of the 
following criteria: magnitude of impacts (large-scale), timing of impact (soon) including rate 
of change (fast), persistence and irreversibility, likelihood and confidence (high), potential for 
adaptation, distribution of impacts across regions and populations groups, and importance of 
the vulnerable system or system property (Schneider et al. 2007). They use “potential for 
adaptation” as one of the criteria for selecting “key” vulnerabilities.  The authors note that the 
lower the availability and feasibility of effective adaptations, the more likely such impacts 
would be characterised as “key vulnerabilities”. In terms of key vulnerabilities, Schneider et 
al. (2007) mention the uncertain adaptation potential for Greenland and West Antarctic Ice 
Sheets.  In the case of climate change impacts on water supply, extreme adaptations such as 
out migration (medium confidence) are mentioned.23  For coastal resources, a global mean 
temperature increase of 2-4ºC above 1990 means adaptation becomes more expensive and 
less satisfactory and above 4ºC many communities become too expensive to protect, with out 
migration necessary (medium to high confidence).  There is limited adaptation possible for 
ocean systems (e.g., coral reefs) even for low rates of global warming.  In terms of 
biodiversity there could be a loss of up to a quarter of species and almost half of ecosystems 
cannot adapt (medium confidence) for global warming under 2ºC.  Between 2-4ºC global 
warming, there could be a loss of one-third of species and about two thirds of ecosystems 
cannot adapt (medium confidence).  Above 4ºC widespread extinctions are foreseen.
Adaptations in rivers and closed lakes may be expensive and have ecological consequences. 

4.1.3 Regional climate change (including downscaling methods) 
The compounding of uncertainty at the global climate level is already considerable (see 
section 4.1.2 and Figures 4.1), which is why quantification of uncertainty at the regional 
climate change level has been less explored, but even this literature is growing quickly. 
Validation statistics (e.g. mean, standard deviation, pattern correlation, etc.) have traditionally 
been used to explore regional uncertainties in future climate (Kittel et al. 1998, Giorgi et al. 
2001). This has led to a summary measure, which calculates average, uncertainty range, and 
reliability of regional climate changes from GCM simulations, proposed by Giorgi and 
Mearns (2002), named the Reliability Ensemble Averaging method. Some researchers, 
however, have looked at probabilistic methods for regional climate. New and Hulme (2000) 
used a simple climate model to sample uncertainty in the global climate and then used the 
‘pattern-scaling’ technique to propagate this uncertainty to the regional level using 14 runs of 
GCMs as a ‘super-ensemble’. Räisänen and Palmer (2001) ignored the upstream uncertainties 
and considered 17 GCMs a probabilistic multimodel ensemble projection of future regional 
climate. Giorgi and Mearns (2003) extended their Reliability Ensemble Averaging method to 
calculate the probability of regional climate change exceeding given thresholds using nine 
GCM simulations under SRES A2 and B2. This method goes beyond previous studies by 
using the reliability factor to estimate the probability of future regional climate change. 
Tebaldi et al. (2004, 2005) took this work one step further by developing a Bayesian 
statistical model that combines multimodel ensembles of AOGCMs and observations to 
estimate probabilities of regional climate change using the same criteria as Giorgi and 
Mearns (2002), namely bias and convergence. Other Bayesian approaches using multimodel 

23 Costly adaptations such as irrigation and desalinisation are also mentioned.  
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ensembles have been developed using different assumptions about the independence of 
AOGCMS (Greene et al. 2006, Furrer et al. 2007). Resampling techniques have also been 
applied to multimodel ensembles (Dettinger 2006, Räisänen and Ruokolainen 2006). Another 
method used to explore uncertainties at the regional scale is the use of large perturbed physics 
ensembles (Barnett et al. 2004, Clark et al. 2006, Harris et al. 2006). This quantifies 
modelling uncertainties by varying poorly constrained parameters within the formulation of a 
single model (in this case the Hadley Centre model). For more information on probabilistic 
approaches to regional climate change see a special issue of Philosophical Transactions of the 
Royal Society (Collins 2007) and the IPCC (Christensen et al. 2007, Meehl et al. 2007). 

Given the coarse resolution of most AOGCMs,24 downscaling is often used for impact and 
adaptation assessments. The two main approaches are dynamical and statistical downscaling. 
Dynamical downscaling uses high resolution climate models, often called regional climate 
models (RCMs), with the boundary conditions of observed or lower resolution AOGCM data. 
Dynamical downscaling has the potential for capturing mesoscale nonlinear effects and 
providing coherent information among multiple climate variables. These models are 
formulated using physical principles and they can credibly reproduce a broad range of 
climates around the world, which increases confidence in their ability to downscale 
realistically future climates. The main drawbacks of dynamical models are their 
computational cost and that in future climates the parametrization schemes they use to 
represent sub-grid scale processes may be operating outside the range for which they were 
designed. Statistical downscaling methods start by establishing a relationship between large-
scale atmospheric variables (predictors) and local/regional climate variables (predictands) 
using observed records.25 This relationship is then applied to AOGCM results to estimate 
future changes at the local/regional scale. Statistical downscaling methods have the advantage 
of being computationally inexpensive, able to access finer scales than dynamical methods and 
applicable to parameters that cannot be directly obtained from the RCM outputs. They require 
observational data at the desired scale for a long enough period to allow the method to be 
well trained and validated. The main drawbacks of statistical downscaling methods are that 
they assume that the derived cross-scale relationships remain stable when the climate is 
perturbed, they cannot effectively accommodate regional feedbacks and, in some methods, 
can lack coherency among multiple climate variables. There are numerous RCMs available 
(see e.g., http://prudence.dmi.dk/) and various statistical downscaling algorithms. Like the 
IPCC TAR, AR4 concluded that each downscaling approach has distinctive strengths and 
weaknesses, and that the methods are comparable (Christensen et al. 2007). For a review of 
new developments in the downscaling field specifically for hydrological impacts see Fowler 
et al. (2007). These authors propose a method that links probabilistic climate change 
scenarios to a weather generator downscaling method. Goodess et al. (2007) provides a useful 
discussion of local decision making with probabilistic climate information. 

Given the increasing emphasis on probabilistic climate scenarios, it is important to remember 
that such information is highly conditional on a variety of factors including: the model(s) 
being used (in particular its completeness), the observed data used (say for constraining 
results), the method used to compute the probability distributions and the emissions scenarios 
(Dessai and Hulme 2004, Hall 2007). Blind application of probabilistic climate scenarios 
could lead to bad adaptation decisions (Hall 2007). 

24 In the order of hundreds of kilometres. 
25 Statistical downscaling methods can be further classified into three groups: regression models, weather typing 
schemes and weather generators.  
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4.1.4 Regional/local impacts 
There are a plethora of impact studies that have used one or a few more climate change 
scenarios to represent uncertainties from climate projections (IPCC 2001a). This is clearly 
insufficient (see Katz 2002, for a review of uncertainty techniques in this area), but few 
studies have ventured into the probabilistic realm for the same reasons as given earlier, in 
particular the compounding and management of uncertainty. Similarly, Schimmelpfennig 
(1996) noted that uncertainty has been poorly represented in the economic models of climate 
change impacts, suggesting that a full probabilistic analysis be conducted. Because 
quantification of uncertainty in climate assessments is problematic, Risbey (1998) performed 
a qualitative sensitivity analysis that showed that water-planning decisions were sensitive to 
uncertainty in the range of GCMs simulated for the Sacramento basin in California. Though 
only a few GCMs were used and a simple scenario matrix approach taken for adaptation 
decisions, this study is nonetheless ground-breaking because it links future climate with 
planning decisions of today under a range of plausible scenarios. Most of the other local 
impact studies reviewed lack this important component – the sensitivity of adaptation 
decisions to upstream uncertainties – even though uncertainty is sometimes quantified in 
terms of probability. 

However, in most studies, uncertainty is not comprehensively covered, especially with 
respect to climate change scenarios. For example, Woodbury et al. (1998) used four different 
GCMs to derive what they call a “probabilistic climate change scenario”, Venkatesh and 
Hobbs (1999) used four climate scenarios, while Scherm (2000) used a fuzzy scenario. A 
more comprehensive approach is provided by Jones (2000), who has a similar approach to 
New and Hulme (2000), but extended this to numerous impact models using critical impact 
thresholds. In Jones and Page (2001) an uncertainty analysis was carried out to assess the 
contribution of global warming vis-à-vis other components, as well as a Bayesian analysis to 
test the sensitivity of the results to initial assumptions. For the water resources of the 
Macquarie river catchment, 25% of the uncertainty originates from global warming whereas 
precipitation changes contribute 64%. The Bayesian analysis showed that the risk of 
threshold exceedance is rather insensitive to changes in the input assumptions for rainfall or 
global warming. 

Another study combined the results of New and Hulme (2000; i.e., 25,000 climate scenarios 
randomly generated by a Monte Carlo simulation using several GCMs, SRES-98 emission 
scenarios and climate sensitivities) with a hydrological model to quantify uncertainties of 
climate change impact on the flood regime of five small catchments in Great Britain 
(Prudhomme et al. 2003). The analysis showed a large variation of results (varying by a 
factor of 10), but most scenarios showed an increase in both the magnitude and frequency of 
flood events, generally not greater than natural variability (which in this study constituted 
95%-confidence intervals of historical data). The largest uncertainty was attributed to the 
GCM used rather than emissions scenarios or climate sensitivity, though the former starts 
playing a larger role by the 2080s. Uncertainties in the hydrological model itself or 
downscaling were not explored so it is not possible to make definitive recommendations on 
where further research should be targeted based on this study. 

More recently, Wilby and Harris (2006) estimated future low-flows in the River Thames by 
combining information from four GCMs, two greenhouse gas emission scenarios, two 
statistical downscaling techniques, two hydrological model structures, and two sets of 
hydrological model parameters (see Wilby 2005 for an exploration of the last uncertainty). 
The GCMs and the hydrological model structures and parameters were weighted by 
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performance whereas the emission scenarios and downscaling methods were unweighted. 
The framework was implemented using the Monte Carlo approach. The results were most 
sensitive to uncertainty in the GCMs and the downscaling.

Dessai and Hulme (2007) assessed the robustness of a water company’s Water Resource 
Plan26 in the East of England against numerous climate change uncertainties in a probabilistic 
framework. A local sensitivity analysis (a `one-at-a-time' experiment) was performed on the 
various elements of the modelling framework (e.g., emissions of greenhouse gases, climate 
sensitivity and global climate models) in order to determine whether or not a decision to 
adapt to climate change is sensitive to uncertainty in those elements. Water resources are 
found to be sensitive to uncertainties in regional climate response (from GCMs and 
dynamical downscaling), in climate sensitivity and in climate impacts. 

Some studies have started appraising hypothetical adaptation strategies within a modelling 
framework (Whitehead et al. 2006), while others have focused on combining a number of 
increasing complex models in the cascade of a climate change impact assessment (Wilby et 
al. 2006). Overall, there seems to be some evidence (Dessai 2005, Wilby and Harris 2006, 
Dessai and Hulme 2007) to show that the largest climate change uncertainties from an 
impact/adaptation perspective come from the AOGCMs, followed by the downscaling 
method. 

4.2 Wild cards and surprises 

"Much of the work to date has been based, implicitly or explicitly, on an evolutionary 
paradigm - the gradual, incremental unfolding of the world system in a manner that can be 
described by surprise-free models, with parameters derived from a combination of time series 
and crosssectional analysis of the existing system. ... The focus on surprise-free models and 
projections is not the result of ignorance or reductionism so much as of the lack of practically 
usable methodologies to deal with discontinuities and random events. The multiplicity of 
conceivable surprises is so large and heterogeneous that the analyst despairs of deciding 
where to begin, and instead proceeds in the hope that in the longer sweep of history surprises 
and discontinuities will average out, leaving smoother long-term trends that can be identified 
in retrospect and can provide a basis for reasonable approximations in the future" (Brooks 
1986).

Surprise can play a role in every step of the causal chain and can come as unforeseen events 
or unforeseen impacts. Examples from the past of unforeseen events are the 2003 heat wave 
in Europe, tropical cyclone Andrew in 1992, which caused a then unprecedented damage 
(US$ 15.5 billion) (PCS 1996). More recently this damage was set in the shade by hurricane 
Katrina in 2005 (damage $81.5 billion). The natural system also has surprises such as the 
volcanic eruption of Mt. Pinatubo in June 1991, which is believed to be responsible for the 
observed discontinuity in the trends in atmospheric concentrations of CO2, CO and CH4 and 
in temperature (McCormick et al. 1995). Volcanic eruptions or abrupt changes in ocean 
conditions could also “dent” decadal forecasts such as Smith et al. (2007). 

26 Their adaptation strategy to cope with climate change and various other risks and uncertainties over the next 
25 years.
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An example of unforeseen (local) impacts is a collapse of a dike in the Netherlands (August, 
2003) in a period of extreme drought, leading to the flooding of a village. The dike was made 
of local soil and it turned out that peat in the dike had dried out by which it had lost so much 
weight that the dike could no longer withstand the pressure of the water. It was then realized 
that the Netherlands has thousands of kilometres of dike made of local soil that contains peat. 
A large scale monitoring system has now been set up to ensure early detection of peat-drying 
in dikes. Never in history had this type of dike been exposed to such extreme drought and 
nobody had thought of this scenario. Another example of analysis of flooding under extreme 
conditions is provided by Dawson et al. (2005). They quantified the likely flood impacts in 
the Thames estuary for a number of plausible, but unlikely, sea-level rise scenarios.27

Because models anticipate climate change well beyond the natural variability of the climate 
in the past millennia, the climate may move outside of the part of the so called “parameter 
hyper space” on which our knowledge of the dynamics of the present climate system is based. 
This implies that more unanticipated impacts and surprises need to be anticipated. 

A further issue is that non-linear stochastic systems such as the earths climate system might 
have contra-intuitive future states which are missed if the system representation is 
inadequate. Such an inadequacy can be the neglect of feedbacks in the climate models. 
Another problem that might make predictive climate models inadequate is that in real-world 
stochastic complex systems, the variable probability values of many climate parameters are 
constantly in flux. Further, the natural stochasticity in nature constantly alters the 
relationships between system components, and new external variables are added regularly, 
which change the natural conditions for the overall system. For instance, the introduction of 
human-made substances, such as CFCs, into the atmosphere has dramatically changed 
stratospheric chemistry. As another example, the emission of a certain component can change 
the atmospheric chemistry pathways of a range of other components. These categories of 
"dynamic system dynamics" are not represented or are only poorly represented in current 
models. The simplifications made to model complex systems despite our limited 
understanding might well rule out certain characteristics of system dynamics such as the 
existence and nature of attractors in the system, which might be crucial in the evaluation of 
future behaviour of the system (Van der Sluijs 1997).  

Given the absence of adequate methodology to model surprise, a systematic search for 
examples of non-linearities from the past might be the prelude to a search for possible future 
surprises (Brooks, 1986). Other strategies that can help us to understand surprise include 
focusing on the underlying principles of surprise, which is what happens in surprise theory 
(Holling 1986) and systematic ’thinking the unthinkable’ by imagining unlikely future events 
followed by the construction of plausible scenarios by which they might be realized (Kates 
and Clark 1996). 

When addressing the question how soon (big) surprises might occur, one indicator could be 
the acceleration of record-breaking. As discussed in box 1.1 Hansen (2007) suggests to take 
the observed pattern of nonlinearity (acceleration) in ice sheet disintegration as an early 
warning signal of rapid sea level rise. The observed record-breaking pattern in Central 
England Temperature (Figure 4.6) could also be an early indicator that more surprises should 
be anticipated. 

27 See also the UK Environment Agency’s Thames Estuary 2100 project: http://www.environment-
agency.gov.uk/te2100/ (Lavery and Donovan 2005).  
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Figure 4.6 Mean 12 month Central England Temperature (CET in ºC) ranks (top 20 warmest 
12 month periods ending with month shown 1659-2007).  

In the field of future studies, a promising contribution has been made by a German Science 
Fiction author couple with their book "Wild Cards, Wenn das Unwahrscheinliche eintritt" 
(Wild Cards, if the unlikely occurs) (Steinmuller and Steinmuller 2004). This book is a 
catalogue of surprise scenarios or "wild cards" applying to all fields of life, with a two page 
description of each wild cards, a discussion of it's plausibility and an exploration of its 
possible impact on society would it occur.  

We recommend to explore the possibilities of developing a similar catalogue of wild cards of 
relevance for climate adaptation policy making. Wild cards could include events that are 
excluded from the main stream scenario studies such as the IPCC and KNMI scenario's and 
could include for instance: 

Shut down of the ocean circulation; 
Collapse of the West Antartic Ice Sheet: 
Accelerated melting of the Greenland ice sheet; 
Massive plagues and diseases in agriculture;  
Terrorist attack on the coastal defence system during unprecedented storm tide; 
Dengue epidemic in the Netherlands;  
Rotterdam Harbor frozen during cold wave;  
Chemical accident upstream the Rhine during period of extreme drought and water 
scarcity pollutes the river with a highly toxic pollutant; 
Large-scale failure of essential infrastructure such as water/energy supplies and 
transportation networks (as witnessed by the summer 2007 flash-floods in the UK) 
Etc.

Such wild cards can then be used in resilience analysis to explore how different sectors of the 
Netherlands economy might be impacted in case that surprise scenario would occur, and 
whether there are options to decrease vulnerability or increase resilience to limit the harm that 
might follow from each wild card. The thought experiment is: suppose the wildcard occurs in 
the future, would we wish then that our decision now was taken differently, such that we 
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could respond then faster, more adequate, and at lower costs? We could think here of all kind 
of details in the decision, ranging from a more flexible wording in a permit for the 
construction of a dike, to a faster depreciation time of investments (compare to the high flux
principle of resilience) to increase the policy response time to a surprise. 
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5. Synthesis and Case study 

5.1 Mapping methods, decision frameworks and uncertainty levels 
to each other

In the previous sections we reviewed existing frameworks for decision making under 
uncertainty (section 3) and existing approaches and methods for the assessment of uncertainty 
in the knowledge base (section 4). In section 4 we found that the current practice of 
uncertainty assessment in climate risk assessment uses a mixture of various uncertainty 
methods, tools and approaches. In various other publications these uncertainty tools have 
been described separately, such as in the MNP Tool Catalogue for Uncertainty Assessment 
(van der Sluijs et al. 2004) and in review papers of uncertainty tools such as Katz (2002), 
Refsgaard et al. (2007a) and the web based catalogue of uncertainty tools at 
www.floodrisknet.org.uk/methods. Despite the mixed use of uncertainty methods in the 
climate change literature we have attempted to classify certain methods in order to draw some 
insights from this work. From the review in section 4, we identified the following tools as 
being of particular relevance for supporting climate adaptation policy making (in random 
order):

Scenario analysis ("surprise-free") 
Expert elicitation 
Sensitivity analysis 
Monte Carlo 
Probabilistic multi model ensemble 
Bayesian methods 
NUSAP / Pedigree analysis 
Fuzzy sets / imprecise probabilities 
Stakeholder involvement 
Quality Assurance / Quality Checklists 
Extended peer review (review by stakeholders) 
Wild cards / surprise scenarios 

Both the frameworks for decision making under uncertainty and the methods for uncertainty 
assessment differ in the extent to which they can deal with each of the three levels of 
uncertainty (section 1, box 2): statistical uncertainty, scenario uncertainty and recognized 
ignorance & surprises. In table 5.1 we summarized in an indicative way how well each of the 
Frameworks for decision making under uncertainty and each of the uncertainty assessment 
methods deals with each of the three uncertainty levels. This table can assist in the selection 
of an appropriate decision making framework and appropriate methods for uncertainty 
analysis for a given climate adaptation decision making problem. An essential step will then 
be a well argued judgment on the policy-relevance of each of the three levels of uncertainty - 
along with a judgement of their relative importance - to the particular decision making 
problem at hand. Context matters so place-based handling of uncertainty will be necessary 
according to the characteristics of different localities. Different approaches will be required in 
Rotterdam, Scheveningen and Texel, for example.  
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 Statistical 
uncertainty

Scenario
uncertainty

Recognized
ignorance & 

surprises
Frameworks for decision making under 
uncertainty 
  IPCC approach + ++ -- 
  Risk approaches ++ + -- 
  Engineering safety margin ++ -
  Anticipating design ++ + + 
  Resilience + ++ 
  Adaptive management ++ - -- 
  Prevention Principle ++ --
  Precautionary Principle + ++ ++ 
  Human development approaches + + 
  Adaptation Policy Framework + + + 
  Robust decision making + ++ + 

Uncertainty assessment methods 
  Scenario analysis ("surprise-free") ++ - 
  Expert elicitation + + + 
  Sensitivity analysis + 
  Monte Carlo ++ - - 
  Probabilistic multi model ensemble ++ +
  Bayesian methods ++ - 
  NUSAP / Pedigree analysis + + ++ 
  Fuzzy sets / imprecise probabilities + +
  Stakeholder involvement + + 
  Quality Assurance / Quality Checklists + + ++ 
  Extended peer review (review by stakeholders) + ++ 
  Wild cards / surprise scenarios - + ++ 
Table 5.1  A qualitative indication of how well each of the Frameworks for decision making 
under uncertainty and each of the uncertainty assessment methods deals with each of the 
three uncertainty levels. ++ very good; + good;  somewhat; - bad; -- very bad 
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To further assist in the selection of tools we have made a first attempt to map the various 
tools to the various decision making frameworks (Table 5.2). For the mapping we made a 
distinction between methods that are key for a given decision making framework, methods 
that are complementary to a given framework and methods that do not match a given 
framework. We also looked for what we see as natural combinations of tools and frameworks 
and marked them using shaded cells in the table 5.2. Note that other literature also provides 
guidance in selecting appropriate uncertainty methods for a given problem (see e.g., Hall 
2002, van der Sluijs et al. 2004, Refsgaard et al. 2007b). 

We must make a side-note here however, that this mapping is indicative and may be sensitive 
to the mapper's epistemic view on the phenomenon of uncertainty. The mapping in the table 
has been done from the author's complex system view or post-normal view of uncertainty28. It 
may well be that those scholars who see uncertainty as a temporary deficit of the knowledge 
and who have a strong belief in the Modern perfectibility-view of science29 would do the 
mapping somewhat different and may contest some of the mismatch labels that we placed. 

28 The complex systems view or post-normal view sees uncertainty as intrinsic to complex systems and inherent 
to the method of modelling. It acknowledges that not all uncertainties can be quantified, asks for openly dealing 
with deeper dimensions of uncertainty such as problem framing indeterminacy, ignorance, assumptions, value 
loadings, institutional dimensions and advocates tools for Knowledge Quality Assessment and deliberative 
negotiated management of risk (Funtowicz 2006, Van der Sluijs 2006). 
29 The Modern View assumes that facts determine correct policy: the true entails the good; It assumes that there 
are no limits to progress of our control over the environment; no limits to material and moral progress of 
humankind: science informs policy by producing objective, valid and reliable knowledge and a tendency to 
technocratic governance (Funtowicz 2006, Van der Sluijs 2006). 
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5.2 A hypothetical case study 

This section tries to demonstrate, in a hypothetical sense, how the methods and tools reviewed 
in the previous section could be applied to actual adaptation decisions. Given that about two-
thirds of the Netherlands are below sea level it is not surprising that flood safety is a national 
issue. A pertinent question to ask could be: how much do dikes need to be raised in order to 
maintain the current level of safety? In more general terms the question would be how can the 
Netherlands adapt flood management to a changing climate.  

If one takes the prediction oriented approach and if say we just focus on river flooding, the 
focus turns into how will peak discharge change in the future. The main climatic driver of 
peak discharge is precipitation, which can be analysed using climate models. Since the KNMI 
scenarios already take a multi-model perspective on future climate, here we use a large 
perturbed physics ensemble of the Hadley Centre model as it offers the opportunity for a 
‘probabilistic’ approach to assessing regional and local climate change impacts.  

We used the initial results from the climateprediction.net (CP.net) experiment described in 
detail by Stainforth et al. (2005). The data from the experiment represent 2700 individual 
simulations with the HadSM3 climate model; each simulation comprises three 15 year 
periods: a calibration phase, followed by a 15 year 1xCO2 ‘control’ simulation, and a doubled 
CO2 simulation, in which the model moves towards an equilibrium response to doubling of 
CO2. Within this subset of the full first experiment, seven physics parameter values are 
perturbed and there are 449 unique combinations of perturbations. For most perturbations, 
there is more than one simulation, with each simulation differing only in initial conditions. 
The total number of simulations in the 449 initial conditions ensembles adds up to 2700 
simulations in ‘grand ensemble’. 

CP.net simulations are equilibrium experiments but the climate system is likely to never reach 
equilibrium, especially not in terms of adaptation planning horizons of 20-50 years. Therefore 
it is necessary to put these experiments into some time scale context. Given current 
knowledge of carbon cycle uncertainties and using the Bern-CC fast carbon cycle model (see 
IPCC 2007), a doubling of carbon dioxide emissions could occur as early as 2040 (under 
SRES A1FI) or it could never be reached (under SRES B1). To make them comparable to the 
KNMI scenarios it is worth examining 2050. Given carbon cycle uncertainties, doubling of 
carbon dioxide emissions could happen in SRES A1FI, A2, A1B and A1T, but most likely 
under A1FI. 

Figure 5.1 shows the probability of seasonal average winter precipitation change (in 
percentage, 2xCO2 compared to 1xCO2) for the Netherlands using the CP.net ensemble. Also 
shown are the KNMI scenarios. The uncertainty range of the CP.net results is much larger 
than the KNMI scenarios, ranging from -25 to +75%. It is important to note that the CP.net 
ensemble is still highly conditional on the GCM structure and the assumed emissions 
scenario; therefore, it does not represent the full range of uncertainty.
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Figure 5.1 Probability density function of winter mean precipitation change (2xCO2 
compared to 1xCO2) over the Netherlands. Also shown are the KNMI scenarios (G, G+, W 

and W+). 

The uncertainty associated with summer mean precipitation is even larger (from almost -
100% to +25%), despite larger uncertainties in the KNMI scenarios (Figure 5.2). 
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Figure 5.2 Probability density function of summer mean precipitation change (2xCO2 
compared to 1xCO2) over the Netherlands. Also shown are the KNMI scenarios (G, G+, W 

and W+). 

Figures 5.3 and 5.4 show the cumulative probability of mean temperature and precipitation 
change for the Netherlands (again comparing 2xCO2 with 1xCO2) for all seasons. According 
to this model, it is likely (around 89% for both seasons) that winters will get wetter and that 
summers will get drier. For spring it is likely (around 68%) that precipitation will increase 
whereas for autumn it is about as likely as not, with 55% probability of drier conditions. 
There is certainty that temperature will increase in the future in the Netherlands according to 



65

this model (Figure 5.4). Summer temperatures are expected to increase the most compared to 
the other seasons and spring the least.
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Figure 5.3 Cumulative density function of seasonal mean precipitation change (2xCO2 
compared to 1xCO2) over the Netherlands for the winter (DJF), spring (MAM), summer 
(JJA) and Autumn (SON) seasons.  

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

0 2.5 5 7.5 10 12.5 15 17.5 20

Temperature change (ºC)

C
um

ul
at

iv
e 

pr
ob

ab
ili

ty

DJF
MAM
JJA
SON

Figure 5.4 Cumulative density function of seasonal mean temperature change (2xCO2 
compared to 1xCO2) over the Netherlands for the winter (DJF), spring (MAM), summer 
(JJA) and Autumn (SON) seasons.  

This probabilistic climate information could be combined with an observational data set to 
serve as the input to a hydrological model of Dutch rivers. The probability of exceeding a 
certain threshold of river discharge (e.g., 16000 m3/sec) could then be calculated in order to 
assess the adaptation required to maintain certain levels of safety.  
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A few side comments need to be made here. First, the KNMI scenarios are conditional on the 
GCM structures and assumed emission scenarios, so they do not represent the full range of 
uncertainty. Second, the climateprediction.net results have not been validated against past 
climate for the relevant grid cell. Third, the grid cell used as proxy for the Netherlands is not 
the most relevant focus of analysis, because what matters is precipitation (rainfall and snow 
separately) for the catchment of concern (e.g. Rhine basin). In Appendix 2 we reflect in more 
detail on the differences between the KNMI scenario range and the CP.net range. 

A complementary approach to the same problem would be to focus on vulnerability (a 
resilience oriented approach). This approach assumes that reducing current vulnerability will 
help to deal with future vulnerability, which is plagued with uncertainty. Under this approach 
we would want to examine the current (instead of future) vulnerability of the river system by, 
for example, developing indicators of population at risk, adaptive capacity, flooding risk, etc. 
The focus is on the present rather than the future. While there is uncertainty associated with 
developing the indicators (see e.g., Adger and Vincent 2005, Vincent 2007) the adaptation 
strategies are not entirely climate driven as they are focused at reducing vulnerability (e.g., 
they could suggest moving people from harm’s way, although in practice this can have 
tremendous economic social and cultural implications). 

A final approach that is worth mentioning is robust decision making (Lempert et al. 2006). 
Under this approach, the first task is to collate a large number of adaptation options for river 
flooding. A candidate strategy (say current policy) is then assessed against a number of 
climate and other uncertainties in order to determine whether the policy is vulnerable or not to 
the uncertainties. If the policy is found to be vulnerable then other candidate adaptation 
options are explored until the least sensitive, i.e., the robust adaptation option, has been 
identified. An example of a robustness analysis of alternatives for flood risk management is 
provided by Hine and Hall (2007).
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6. Conclusion 
In the Netherlands it is now widely recognized that adaptation to climate change has become 
unavoidable. Adaptation decisions are needed or expected in a wide range of sectors of Dutch 
society, such as water, nature, agriculture, energy, transport, housing and infrastructure, 
recreation, fisheries, and health. Many actors are involved in adaptation decision making. In 
the Netherlands, the main players now work together in the National Program on Spatial 
Planning and Adaptation to Climate Change, (ARK): the national government (especially the 
ministries VROM, V&W, LNV, EZ ), the regional governments and local governments are 
jointly developing an adaptation strategy for the next 100 years. Science is also strongly 
involved, mainly through three major national research programmes: Climate Changes Spatial 
Planning, Living with Water and Habiforum. Other key players include the corporate sector 
and NGO's. At the sectoral level there is a large diversity of actors and interests. Adaptation to 
climate change is a complex societal process, facing long time scales and all kinds of 
uncertainties, and it is in this context that scientific analysis should help adaptation decision 
making.  

This report reviews and brings together a very wide literature on uncertainty and climate 
change adaptation. The climate is changing worldwide and in The Netherlands. There are 
already various observable impacts of these changes in a number of natural and human 
systems. This has led to some consideration of adaptation to climate change in coastal and 
river flooding policy. We have shown that the existence of different attitudes to risk and 
uncertainty lead to different decision making frameworks existing in various adaptation 
contexts. The various decision making frameworks call for different decisions analysis 
frameworks and different tools for uncertainty analysis. We have grouped decision 
frameworks and analysis tools into two schools of thought: the predictive top-down approach 
and the resilience bottom-up approach. Some mixed approaches were also discussed. Given 
that much more attention has been given to the prediction oriented approach we reviewed 
various tools, techniques and methods used in the various steps of climate change impact and 
adaptation assessments and how these are currently being applied in the fields of climate risk 
assessment and climate adaptation decision making.  

Our project identified and selected the following strategies to account for uncertainty in 
decision making and frameworks for decision making under uncertainty of relevance for 
adaptation decisions (for details see section 3): 

Top down approaches 
o Prevention Principle 
o IPCC approach 
o Risk approaches 

Bottom up approaches 
o Precautionary Principle 
o Engineering safety margin 
o Anticipating design 
o Resilience
o Adaptive management 

Mixed and alternative approaches 
o Human development approaches 
o Adaptation Policy Framework 
o Robust decision making 
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Further, we identified and selected the following tools for uncertainty analysis of relevance 
for informing adaptation decision making processes and discourses (for details, see section 4, 
along with Van der Sluijs et al. 2004, Refsgaard et al. 2007): 

Scenario analysis ("surprise-free") 
Expert elicitation 
Sensitivity analysis 
Monte Carlo 
Probabilistic multi model ensemble 
Bayesian methods 
NUSAP / Pedigree analysis 
Fuzzy sets / imprecise probabilities 
Stakeholder involvement 
Quality Assurance / Quality Checklists 
Extended peer review (review by stakeholders) 
Wild cards / surprise scenarios 

Both for the frameworks for decision making under uncertainty, and for the tools for 
uncertainty assessment, we mapped how well each of them can cope with the three levels of 
uncertainty distinguished in this report: statistical uncertainty, scenario uncertainty and 
recognized ignorance. Roughly, the top down - prediction oriented approaches are strong in 
statistical uncertainty and the resilience and robustness type of bottom up approaches are 
strong in coping with recognized ignorance and surprises.

An essential first step in the selection of an appropriate decision making framework and 
appropriate methods for uncertainty analysis for a given climate adaptation decision making 
problem will thus be a well argued judgment on the policy-relevance of each of the three 
levels of uncertainty - along with a judgment of their relative importance - to the particular 
decision making problem at hand. 

We also mapped the various uncertainty assessment tools to the various frameworks for 
decision making under uncertainty (table 5.2, section 5.1), indicating methods that are key for 
a given decision making framework, methods that are complementary to a given framework 
and methods that do not match a given framework. 

A hypothetical case-study sketched how these tools might be applied in practice. The case 
study highlights a remarkable difference in uncertainty range for precipitation changes 
between the latest KNMI scenarios and results from a perturbed physics ensemble using a 
general circulation model. To further explore the usefulness of various tools for effectively 
informing decisions on various adaptation challenges, a follow-up with real case studies is 
recommended. 

Additional spatial and temporal resolution and further quantification of uncertainty of climate 
models, in an effort to achieve perfect foresight, will not solve adaptation problems on its 
own. Similarly, enhancing the resilience of society to cope with a changed climate by 
increasing general adaptive capacity may not deal with the problem sufficiently. The main 
conclusion of this report is that there is no ‘silver bullet’ to the problem of uncertainty and 
adaptation to climate change. Adaptation to climate change is extremely context dependent. 
This leads to a wide range of institutional decision making settings shaped by history, culture 
and various social norms, that favour certain types of analysis, for example risk analysis or 
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cost-benefit analysis. The epistemological orientation of the analyst is also important in how 
uncertainty is tackled in the context of adaptation to climate change. The report has shown 
numerous tools and techniques on how to deal with various climate change uncertainties. Our 
tentative recommendation is that a plurality of approaches (using both schools of thought) 
need to be tried in different contexts in order to learn what works and what doesn’t.  

Still, our review and analysis enables us to identify a few niches in the field of uncertainty and 
climate change adaptation and allows us to articulate a few suggestions for a research agenda. 

Climate adaptation provides opportunities to account for those uncertainties that are 
hard to take on board in climate mitigation decision making. In particular, adaptation 
can account for deeper dimensions of uncertainty such as recognized ignorance of the 
type "poorly known probability - high impact events", mainly via the resilience 
approach and by increasing adaptive capacity. 
Given the deep uncertainties associated with long term climate change impacts and 
other drivers of adaptation to climate change, robust decision making methods are 
worth exploring, especially where there is a large portfolio of adaptation options 
available.
Sets of resilience indicators could be developed by which one can "measure" how 
different adaptation policy options influence the overall resilience of the system. An 
example of an indicator could be the typical response-time by which a coastal defence 
system can be re-dimensioned when needed, or the speed by which an existing area 
that might be needed for water storage in the future can be converted to a water 
storage area. That response time is larger if there are many land uses that are hard to 
move and shorter if the investments that need to be moved have a shorter depreciation 
time and if there are less legal and procedural barriers to be overcome. Such resilience 
indicators could be used in for instance the State of Environment reports 
(Milieubalans), the Environmental Outlook, and the Sustainability Outlook, to monitor 
and explore overall trends in resilience of the Netherlands to changes in the climate 
and to evaluate different adaptation policy strategies and options.
The possibilities could be explored of developing a catalogue of Wild Cards ("surprise 
scenario's") of relevance for climate adaptation policy making. Wild cards could 
include events that are excluded from the 'surprise-free' scenario studies such as the 
IPCC and KNMI scenarios but that still have relevance for decision making. Examples 
of such wild cards could be: shut down of the ocean circulation; collapse of the West 
Antarctic Ice Sheet; Accelerated melting of the Greenland ice sheet; Massive plagues 
and diseases in agriculture etc. The catalogue of wild cards can then be used in 
resilience analysis to explore how different sectors of the Netherlands economy might 
be impacted in case a selected set of surprise scenarios would occur, and whether there 
are options to increase resilience to limit the harm that might follow from each wild 
card. Of course one cannot protect against every wild card but without such analysis 
we may overlook many options (including simple and no-cost options) to increase 
resilience and limit possible harm. 
Available probabilistic climate predictions such as the ones from climateprediction.net 
can be better utilized in Netherlands adaptation decision making, to complement the 
KNMI scenarios. It is striking that the KNMI scenarios seem to underestimate the 
range of relevant outcomes of key climate parameters when compared to the 
climateprediction.net findings (see section 5.2 and appendix 2). This difference 
requires more reflection in the climate adaptation research and policy communities. 
Explore alternative frameworks in the context of increasing knowledge and experience 
with the adaptation process. 
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Increase understanding of adaptation and its knowledge needs in practice through case 
studies.

A final comment concerns our attempt to map “frameworks for decision making under 
uncertainty” to “uncertainty assessment methods” (table 5.2). This table is potentially useful 
to improve knowledge utilization and relevance of science for policy, but the present version 
is a first go based on our personal views. A useful follow-up might be a focussed expert 
consultation workshop with key experts to complete, validate and further elaborate this 
analysis of match and mismatch of supply and demand of uncertainty information. 
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Appendix 2 Discussion climateprediction.net v.s. KNMI scenarios 

This appendix tries to explain why there is a discrepancy between the KNMI scenarios and 
the CP.net results shown in section 5.2. The KNMI scenarios have no emissions scenarios 
associated with them. They are based on either a 1 or 2ºC global mean temperature change by 
2050, which is derived from five GCMs with an adequate skill in terms of large-scale 
pressure patterns. The CP.net results also do not have associated emissions scenarios and are 
more basic in the sense that the simulations comprise of equilibrium experiments at one and 
two times CO2. Despite being an equilibrium experiment, it is possible to attach a time 
dimension to the CP.net results by using fast simple climate models such as the ones shown 
in Figure A.1. These models (Bern-CC and ISAM) show when doubling of CO2 (550ppm) 
could occur under different SRES emission scenarios in the 21st century.

Figure A.1 Projected CO2 concentrations resulting from six SRES scenarios. The SRES 
scenarios represent the outcome of different assumptions about the future course of economic 
development, demography and technological change. Panel (a) shows CO2 emissions for the 
selected scenarios and panels (b) and (c) show resulting CO2 concentrations as projected by 
two fast carbon cycle models, Bern-CC and ISAM. The ranges represent effects of different 
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model parametrizations and assumptions. For each model, and each scenario the reference 
case is shown by a black line, the upper bound (high-CO2 parametrization) is indicated by the 
top of the coloured area, and the lower bound (low-CO2 parametrization) by the bottom of the 
coloured area or (where hidden) by a dashed coloured line (IPCC 2001). 

While the CP.net experiments are basic compared to transient GCM simulations, they are 
advanced because of the large number of runs, which allows the quantification of parameter 
uncertainty in seven physics parameter values of the Hadley Centre model (the threshold of 
relative humidity for cloud formation, the cloud-to-rain conversion threshold, the cloud-to-
rain conversion rate, the ice fall speed, the cloud fraction at saturation and the convection 
entrainment rate coefficient). This is why it is not straightforward to compare these results 
with the KNMI scenarios, which are based on deterministic GCM results (i.e., they do not 
explore parameter uncertainty within one GCM). In order to do as close a comparison as 
possible between the CP.net results and the KNMI scenarios, Figure A.2 shows seasonal 
temperature and precipitation change for the Netherlands against global mean temperature 
change for each simulation of the CP.net results and for the KNMI scenarios (the only 
relevant results for the KNMI scenarios are those for 1 and 2ºC global mean temperature 
change). Most noticeable is the absence of global mean temperature changes below 2ºC in the 
CP.net sample. However, even around 2ºC of global warming the ranges provided by CP.net 
for changes in the Netherlands are much wider than the KNMI scenarios. We believe this 
occurs because of the sampling of parameter uncertainty. The skill of the CP.net simulations 
in representing the large-scale atmospheric features over the Netherlands is unknown because 
the necessary data is not available, so some of the simulations could be deemed more 
plausible than others. However, this assumes that models that represent features of the current 
climate are better are representing future conditions, which in itself is a subjective 
assumption. In summary, it is difficult to compare the CP.net results with the KNMI 
scenarios, but the former sample a much wider uncertainty range that should be taken into 
consideration in adaptation planning.
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Figure A.2 Seasonal (winter and summer) temperature and precipitation change versus global 
mean temperature change for each simulation of CP.net and ranges used in the KNMI 
scenarios.
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Appendix 3 List of acronyms and abbreviations 

AOGCM Atmosphere Ocean General Circulation Model 
APF Adaptation Policy Framework 
ARK National Program on Spatial Planning and Adaptation to Climate Change 
CDF Cumulative (probability) Density Function 
COP Conference of Parties (to the UNFCC) 
CP.net climateprediction.net 
DJF December January February 
ESPACE  European Spatial Planning Adapting to Climate Events 
EU European Union 
EZ Netherlands Ministry of Economic Affairs 
GCM General Circulation Model 
GHG GreenHouse Gas 
IMAGE Integrated Model to Assess the Global Environment 
IPCC Inter Governmental Panel on Climate Change 
IPO Inter Provinciaal Overleg (umbrella organisation of Netherlands Provinces) 
JJA June July August 
KNMI Royal Netherlands Meteorological Institute 
LNV Netherlands Ministry of Agriculture, Nature and Food Quality 
MAM March April May 
MNP Netherlands Environmental Assessment Agency 
NGO Non Governmental Organisation 
NL Netherlands 
NUSAP Numeral Unit Spread Assessment Pedigree 
PDF Probability Density Function 
RIKZ National Institute for Coastal and Marine Management 
RIZA Institute for Inland Water Management and Waste Water Treatment 
SON September October November 
SRES Special Report on Emission Scenarios 
TIMER TARGTES IMAGE Energy Model 
UK United Kingdom 
UNDP United Nations Development Programme 
UNFCCC United Nations Framework Convention on Climate Change 
V&W Netherlands Ministry of Transport, Public Works and Water Management  
VNG Vereniging Nederlandse Gemeenten (umbrella organisator of Netherlands municipalities)
VROM Netherlands Ministry of Housing, Spatial Planning and the Environment 
WAIS West Antarctic Ice Sheet 
WB21 Water Management in the 21st Century (policy document) 
WRR Netherlands Scientific Council for Government Policy 


